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ABSTRACT 

Improving the forecasting process may enable managers to make 
better decisions. In this paper, the forecasting process includes 
three factors: [A] forecasting input factors, [B] competitive 
advantage factors, and [C] forecasting effectiveness factors. It is 
proposed that a deeper understanding of the links between [A], [B] 
and [C] will lead to improvements in forecasting and better 
decision-making. The objective of this paper is to develop a model 
that will allow managers to improve forecasting by better 
understanding the links in the model. Structural equation modelling 
(SEM) is used to test the model. Twenty-two hypotheses are tested, 
of which 18 are accepted. 

OPSOMMING 

Die verbetering van die voorspellingsproses mag bestuurders 
daartoe in staat stel om beter besluite te neem. Die 
voorspellingsproses wat in hierdie artikel bespreek word sluit drie 
faktore in, naamlik [A] voorspellingsinsetfaktore, [B] mededing-
endevoordeelfaktore en [C] voorspellingseffektiwiteitsfaktore. Dit 
word voorgestel dat ‘n dieper verstaan van die skakels tussen [A], 
[B] en [C] tot verbeteringe in voorspel en beter besluitneming sal 
lei. Die doel van dié artikel is om ‘n model, wat bestuurders sal 
toelaat om voorspelling te verbeter deur die skakel in die model, 
te ontwikkel. Strukturele vergelykingmodellering word gebruik om 
die model te toets. Twee-en-twintig hipoteses word getoets, 
waarvan daar agtien aanvaar word. 

 

1 INTRODUCTION 

This paper makes a contribution to knowledge in respect of understanding the links in the 
forecasting process. An understanding of these links may lead to improvements in forecasting, 
which in turn will enable managers to make better decisions. Much research has been done on 
forecasting input factors such as support systems [51], the design features of forecasting support 
systems [21], judgmental and interactive forecasting [35], incorporation of event information to 
manage information integration [60], and the process involved in using a forecasting support 
system [26], [27]. These researchers suggest that a better understanding of the forecasting process 
rests on certain factors that are necessary to improve forecasting and the overall decision-making 
process.  
 
In this paper, these factors include [A] forecasting input factors, [B] competitive advantage 
factors, and [C] forecasting effectiveness. The links to [A], [B] and [C] are shown in Figure 1 and 
discussed in section 2. The central question posed is: Can overall [C] forecasting effectiveness be 
improved by linking [A] forecasting input factors to [B] competitive advantage factors? A 
forecasting model is developed that links [A], [B] and [C] as follows: 
 
• [A] forecasting input factors such as early involvement (which in this paper includes 

technology and market intelligence), strategy and leadership, forecasting performance, and 
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firm performance [35] suggests that forecasting performance relates to the reliability and 
value of the information supplied and the ability to drive firm performance, linked to: 

• [B] competitive advantage (which in this paper include delivery capability, quality of 
products, competitive capabilities, and product breadth), linked to: 

• [C] forecasting effectiveness (which in this paper includes factors such as accuracy and bias, 
responsiveness, uncertainty, and estimation). 

 
Before understanding the concepts involved in [A] forecasting input factors and developing links to 
[B] competitive advantage and [C] forecasting effectiveness, it is necessary to see what has 
already been done. Many researchers have contributed to mathematical forecasting, including 
Ayres [5], Bass [6], Christensen [13, 14], Mahajan, Muller and Bass [36], Martino [38, 39], Oliver 
and Yang [42], Olson and Choi [43], Porter [45], Siriram and Snaddon [49], Young and Ord [65], and 
Young [67]. In addition Anderson et al. [2] give a comprehensive citation of various methods used. 
However, authors such as Smith and Mentzer [50] say that in worst cases, poor forecasting can 
contribute to major financial losses. Tidd et al. [55] refer to a 1986 report on forecasting by 
Schnaars and Berenson, showing, in an assessment of the accuracy of forecasts in respect of 
growth markets since the 1960s, that the list of failures is as long as the list of successes. Others 
such as Ferrara and Van Dijk [20] commented on forecasting the business cycle through major 
recessions. Moreover, Stekler [52] suggests that more research is required to understand better 
the forecasting process. Clearly much work has been done on forecasting; but a better 
understanding of the forecasting process is necessary to enable managers to make more accurate 
decisions. 
 
As a result, authors such as Coates et al. [16] question the goals of forecasting. They argue that 
most forecasts focus on the accuracy of forecasts. This should not be the intention of forecasting; 
rather, forecasting should be used to define a set of alternatives or trends from which the 
forecaster can choose. That is, it may be better to understand the impact of forecasting on firm 
behaviour rather than spend too much effort on getting the numbers right. Other authors such as 
Rogers [46] argue that it is more important to look for general trends than to focus on the 
accuracy of mathematical forecasts. Yoo and Moon [66] suggest that, instead of trying to choose 
the best single method, one should combine methods from different results, which would result in 
improving forecasts. This view is supported by Wang and Lan [58], who suggest a combined 
forecast process to obtain improved forecasts. Varho and Tapio [57] also suggest combining 
qualitative and quantitative techniques to obtain improved forecasts. In addition, Lawrence [32] 
points out that future research in forecasting should focus on understanding the business needs of 
forecasting. Moreover, Smith and Mentzer [50], Goodwin et al. [26, 27], Fildes et al. [23], and 
Winklhofer and Diamantopoulos [62] propose improving forecasting effectiveness by understanding 
the different links in the forecasting process. More recently, Becker [7] argues that managers must 
apply some discriminatory procedure when selecting a preferred forecasting model. Chang [10] 
suggests that the forecasting process is complex, subject to many influences. While findings vary, 
the message is a call for a deeper understanding of forecasting. Thus obtaining a better 
understanding of the forecasting process and of the links ([A] forecasting input factors, [B] 
competitive advantage factors, and [C] forecasting effectiveness) is required.  

2 LITERATURE SURVEY AND HYPOTHESIS DEVELOPMENT 

From the literature survey, forecasting may be broadly grouped into three factors. Factor one 
includes [A] forecasting input factors – that is, having the necessary forecasting support systems so 
that the necessary building blocks of forecasting are in place. Forecasting input factors include the 
inputs from appropriate technology and marketing intelligence and support from the firms’ 
leadership, ensuring that forecasting is recognised at a strategic level. Factor two includes [B] 
competitive advantage (that is, links from forecasting input factors that lead to competitive 
advantage); and factor three includes [C] forecasting effectiveness (that is, forecasting is viewed 
as a tool that decision-makers can rely upon and actively use at an operational level). Figure 1 is a 
graphical representation of the three categories. 
 
In this paper, factor one, [A] forecasting input factors, may include factors such as a) technology 
and market intelligence, b) strategy and leadership, c) forecasting performance, and d) firm 
performance.  
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Figure 1: Forecasting model linking forecasting inputs, firm capabilities, and forecasting 
effectiveness. 

• First, considering a) technology and market intelligence, researchers such as Takayama et al. 
[54] and Watanabe et al. [59] favour technology and marketing knowledge as a driver for 
product growth. Savioz and Blum [48] show how the technology and market links with 
business strategy to anticipate technological trends. Other authors argue that early 
involvement is necessary in driving forecasting. Molina-Castillo et al. [41] refer to authors 
such as Millson and Wilemon [40], Chiu et al. [12] and Pauwels et al. [44]. Others such as 
Cormican and O’Sullivan [17] favour product innovativeness or growth. It may therefore be 
concluded that early involvement in technology and market intelligence is important. 

• Next, considering b) strategy and leadership, Makridakis [37] and Faucheux [19] see 
forecasting as significant for strategy and planning, Cormican and O’Sullivan [17] have shown 
the impact of strategy and market intelligence on product growth.  

• Next, considering c) forecasting performance, Lim and O’Connor [35] argue that forecasting 
performance needs to be reliable and to demonstrate value in terms of the information 
supplied, and be a valuable input in driving firm performance. Smith and Mentzer [50] show 
the influence of systems and procedures on forecasting performance.  

• Finally, considering d) firm performance, Gourville [28] and Russell and Taylor [47] show links 
to firm performance. It may therefore be concluded that input factors (a,b,c,d) are the 
necessary building blocks for category two, [B] competitive advantage. 

 
In relation to factor two, [B] competitive advantage, authors such as Tracey et al. [56] have linked 
early involvement in strategy and technology formulation to competitive advantage and firm 
performance. Tracey et al. [56] refer to competitive advantage as those factors that include 
delivery capability, quality of products, competitive capabilities, and product breadth. Some 
examples of links from forecasting input factors to competitive advantage include links to 
marketing, operations, and purchasing [8]; and links from sales to production [24]. In addition, Da 
Silveira [18] shows how products and markets link to drive competitive advantage. Furthermore, 
Leslie and Holloway [34] show how marketing, product growth, and sales link to purchasing, 
products, manufacturing engineering, and operations and planning. Given such research evidence, 
[A] forecasting input factors may be linked to [B] competitive advantage.  
 
On factor three, improving [C] forecasting effectiveness, authors such as Winklhofer and 
Diamantopoulos [63] and Fildes and Hastings [24] show how factors such as accuracy and bias, 
responsiveness, uncertainty, and estimation improve forecasting effectiveness. Building on this 
foundation, Fildes et al. [22] argue that there are major shortcomings with forecasting, and that 
using judgmental adjustments will only improve forecasting effectiveness. Fildes et al. [21, 23] 
and Asimakopolos and Dix [4] discuss how the effectiveness of forecasting can be improved through 
the necessary support systems, which in this paper include both [A] forecasting input factors and 
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[B] competitive advantage. As a result of this vast array of network involvement within the firm 
and with other firms, Chakravorti [15] sees difficulties arising largely from network characteristics. 
Thus a deeper understanding of links from the forecasting input factors to competitive advantage 
may assist firms in improving their forecasting effectiveness.  
 
From the literature survey, relevant constructs were developed. These include factor one [A] 
forecasting input factors consisting of technology and market intelligence [17], firm performance 
[9], forecasting performance [62], and the firms’ strategy and leadership [17]; factor two, 
competitive advantages [56]; and factor three, forecasting effectiveness [63].  
 
In this paper, a model linking [A] forecasting input factors (technology and market intelligence, 
firm performance, forecasting performance, and strategy and leadership) to [B] competitive 
capabilities (delivery capabilities, quality of products, competitive capabilities, and product 
breadth) to improving overall [C] forecasting effectiveness is developed.  
Each of the factors in the model is discussed next. 

1.1 [A] Forecasting input factors 

Since the firm is vulnerable to outside influence from a vast array of ideas [11], a more 
collaborative approach facilitating a better understanding of market influences is necessary [31], 
[30], [33]. In summary, [A] forecasting input factors are likely to include factors such as, 
technology and market intelligence, firm performance, forecasting performance, and strategy and 
leadership. Forecasting technology and market intelligence are seen as inputs to drive firm 
performance, forecasting performance, and strategy and leadership. Forecasting performance 
includes factors such as our ability to forecast sales, the confidence of our decision-makers in sales 
forecasting, and our sales forecasting capabilities compared with those of our competitors. The 
strategic and leadership effects of forecasting focus on how firms have adopted a strategic view of 
the forecasting processes. The following hypotheses are therefore proposed: 
 
H1: Technology and market intelligence positively affects firm performance. 
H2: Technology and market intelligence positively affects forecasting performance. 
H3: Technology and market intelligence positively affects strategy and leadership. 
 
Having linked technology and market intelligence, links to [B] competitive advantage (delivery 
capability, quality of products, competitive pricing and product breadth) are discussed next. 

1.2 [B] Firm competitive advantage 

Competitive advantage is seen to include at least delivery capability, quality of products, 
competitive pricing, and product breadth. Leslie and Holloway [34] draw links from sales to 
manufacturing. So the following hypotheses are proposed: 
 
H4: Technology and market intelligence positively affects delivery capability. 
H5: Technology and market intelligence positively affects product line breadth. 
H6: Forecasting performance positively affects firm performance. 
H7: Forecasting performance positively affects strategy and leadership. 
 
Next, firm performance, forecasting performance, and strategy and leadership link to [B] 
competitive advantage (delivery capability, quality of products, competitive capabilities, and 
product breadth) are considered. Thus hypotheses H8 to H17 are proposed:  
 
H8:  Firm performance positively affects delivery capability. 
H9:  Firm performance positively affects quality of products. 
H10: Firm performance positively affects competitive capabilities. 
H11: Forecasting performance positively affects quality of products. 
H12: Forecasting performance positively affects forecasting effectiveness 
H13: Forecasting performance positively affects competitive capabilities. 
H14: Strategy and leadership positively affects competitive capabilities. 
H15: Strategy and leadership positively affects product breadth. 
H16: Quality of products positively affects delivery capability. 
H17: Competitive capabilities positively affect product breadth. 
 
Next, links from firm [B] competitive advantage to [C] forecasting effectiveness are discussed. 
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1.3 [C] Forecasting effectiveness 

Tracey et al. [56] link competitive advantage to firm performance. Others such as Russell and 
Taylor [47] include customer demand factors such as scheduling, inventory, production, facility 
layout, workforce, distribution, and purchasing as competitive advantage. Others such as Molina-
Castillo [41] give various other measures, linking competitive advantage to overall firm 
performance. Thus in this paper competitive advantage includes factors such as delivery 
capability, quality of products, competitive capabilities, and product breadth. As a result of being 
able to derive better competitive advantage, links to forecasting effectiveness are established. 
Thus the following hypotheses are proposed:  
 
H18: Delivery capability positively affects forecasting effectiveness. 
H19: Quality of products positively affects forecasting effectiveness. 
H20: Forecasting performance positively affects forecasting effectiveness. 
H21: Competitive capabilities positively affect forecasting effectiveness. 
H22: Product breadth positively affects forecasting effectiveness. 
 
In total, 22 hypotheses are proposed, linking [A] forecasting input factors (technology and market 
intelligence, firm performance, forecasting performance, and strategy and leadership) to firm [B] 
competitive advantage (delivery capability, quality of products, competitive capabilities, and 
product breadth) and [C] forecasting effectiveness. These hypotheses show how [A], [B] and [C] 
are linked.  
 
Having discussed the hypotheses, the research methodology is discussed next. 

2 RESEARCH METHODOLOGY 

2.1 Data collection and sample 

The research consisted of a survey process. The research instrument was developed through an 
extensive literature survey. The industries selected included electronics and electrical, 
information and communications technology, fast-moving consumer goods (FMCG), and logistics 
and financial industries. Firms participating in the research were chosen from lists of germane 
publications; the selection was based on firms that were willing to participate in the research and 
firms who were using forecasting as a business tool. This resulted in a total sample size of 475 
firms. The instrument consisted of 38 questions, all of which were used in the final study after 
testing. The majority of the questions consisted of 7-point Likert scales, although some forced 
ranking questions were also used.  
 
The responses ranged from 1-7, and in each case 1-7 was defined. The response X = Not 
relevant/Do not know was also made available. 
 
Initially a pre-test was conducted. This consisted of a sample of 20 respondents who were selected 
to test the survey’s overall clarity, structure, relevance and wording. The pre-test was then 
followed by a pilot test, which consisted of a sample size of 32. Cronbach alpha tests were 
performed for the pilot group. Cronbach alpha values below 0.75 were removed from the analysis 
[29]. The instrument was modified and distributed to the main group. The normal procedures for 
exploratory research were followed: initial electronic contact was made through email; thereafter 
the instrument was made available through a website, which included a document summarising 
the objectives of the research. The website largely improved the facilitation of responses. Several 
personalised follow-up emails were sent over a two-month period. Of the 475 questionnaires 
distributed, 175 completed questionnaires were returned; of these, 12 where unusable and were 
removed, leaving 163 useable questionnaires, representing a response rate of 34.3%.   

2.2 Analysis of results 

Table I summarises the demographic characteristics of the respondents. The sample was checked 
for sample representivity. Chi-squared distribution analyses revealed no significant differences 
between our sample and the population from which it was drawn in terms of industry distribution, 
number of employees, and firm size. Table II gives the confirmatory factory analysis. 
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In addition, the discriminant validity of the instrument was verified by comparing the average 
variance extracted for each latent construct to the square of the correlation between this 
construct and every other construct used in the research. The result is shown in Table III, 
confirming the discriminant validity: the square of the average variance extracted for each 
construct is greater than the levels of correlation involving the construct. The results of the inter-
construct correlations also show that each construct shares larger variance with its own measures 
than with other measures. 
 
First, as suggested by Anderson and Gerbing [1], the 99 per cent confidence intervals around the 
correlation parameter estimated between all possible pairs of scales, and established that none of 
these intervals included one. Second, the square of the correlation between any two constructs 
was less than the average extracted estimates. Overall, the results show an adequate level of 
reliability and validity.  

Table I: Profile of research sample 

Respondent characteristics Number of 
respondents 
who 
answered 
(n=163) 

Percentage  
(%) 

Position in company     
1. Chairman/CEO/COO 32 19.6% 
2. Executive directors 43 26.4% 
3. Non-executive directors/General managers 56 34.4% 
4. Functional specialists/middle management 22 13.5% 
5. Others (middle managers, etc.) 10 6.1% 
Firm categories     
1. National local company 66 40.5% 
2. Multi-national company 83 50.9% 
3. Joint ventures, mergers or strategic alliances 9 5.5% 
4. Other (e.g. franchises) 5 3.1% 
Education     
1. Postgraduate 41 25.2% 
2. Bachelors 76 46.6% 
3. Diploma 41 25.2% 
4. Others (e.g. colleges, technical colleges) 5 3.1% 
Industry categories     
1. Electronics and electrical engineering 39 23.9% 
2. Information technology industry 41 25.2% 
3. Logistics 25 15.3% 
4. Financial 18 11.0% 
5. Fast-moving consumer goods 27 16.6% 
6. Others (e.g. resource, mining, pharmaceutical) 13 8.0% 
Firm size     
Less than 100 16 9.8% 
100-2000 39 23.9% 
2000-5000 22 13.5% 
5000-10000 21 12.9% 
10000-50000 30 18.4% 
More than 50000 35 21.5% 

2.3 The structural model 

Structural equation modelling was used to test the investigative framework. The model was 
developed using AMOS 17.0. For the model fit indices the methodologies given by Hair et al. [29], 
Yang and Su [64], and Williams and Hazer [61] were used. For structural equation modelling, 163 
responses were received, which is acceptable (> 5* no. of distinct parameters, 5*29=145 [29]). The 
model has a chi-squared value of 25.430 and 18 degrees of freedom. The chi-squared statistical 
significance level of 0.114 is above the minimum level of 0.05 and more conservative levels of 
0.10. This indicates that the model is a good fit. Table IV shows the model fit indices. The normed 
chi-square (X2 / df) has a value of 1.413. This falls well within the recommended levels of 1.0 to 
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Table II: Confirmatory factor analysis 
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Strategy and  
leadership 

SE4 4.31 1.803 0.512 

0.858 0.772 

0.635 0.956 

0.56 
SE3 4.23 1.796 0.501 0.64 0.956 

SE2 4.32 1.883 0.564 0.739 0.955 

SE1 4.72 1.869 0.597 0.694 0.955 

Forecasting  
effectiveness 

FE7 3.74 1.885 0.399 

0.758 0.897 

0.651 0.957 

0.557 

FE6 2.94 1.68 0.151 0.776 0.958 

FE5 3.71 1.85 0.169 0.76 0.958 

FE4 3.67 1.703 0.408 0.672 0.956 

FE3 3.02 1.685 0.323 0.699 0.957 

FE2 4.22 1.639 0.624 0.836 0.955 

FE1 4.43 1.876 0.647 0.809 0.955 

Technology 
and 
market 
intelligence 

TM4 4.52 1.733 0.659 

0.805 0.754 

0.654 0.955 

0.535 
TM3 4.43 1.567 0.69 0.709 0.955 

TM2 4.32 1.755 0.414 0.614 0.956 

TM1 4.16 1.913 0.494 0.656 0.956 

Competitive 
capabilities 

CC3 4.08 1.939 0.508 

0.887 0.848 

0.799 0.956 

0.651 CC2 4.52 1.724 0.675 0.823 0.955 

CC1 4.81 1.721 0.668 0.798 0.955 

Quality of 
products 

QP4 5.51 1.517 0.724 

0.925 0.868 

0.748 0.955 

0.623 
QP3 5.37 1.554 0.724 0.784 0.955 

QP2 5.40 1.496 0.779 0.823 0.954 

QP1 5.22 1.776 0.655 0.801 0.955 

Product line 
breadth 

PB4 4.92 1.518 0.65 

0.937 0.878 

0.808 0.955 

0.644 
PB3 5.07 1.488 0.63 0.787 0.955 

PB2 4.90 1.475 0.719 0.785 0.955 

PB1 4.91 1.425 0.684 0.828 0.955 

Delivery 
capability 

DC4 4.55 1.767 0.681 

0.92 0.848 

0.715 0.955 

0.58 
DC3 4.49 1.648 0.689 0.748 0.955 

DC2 4.42 1.634 0.745 0.847 0.954 

DC1 4.52 1.623 0.715 0.73 0.955 

Level of 
performance 

LP5 4.88 1.665 0.738 

0.925 0.868 

0.783 0.954 

0.568 
LP4 4.95 1.682 0.715 0.82 0.954 

LP3 5.02 1.546 0.671 0.726 0.955 

LP2 4.85 1.674 0.638 0.715 0.955 
LP1 5.07 1.588 0.719 0.72 0.955 

Overall 
forecasting 
performance 

FP3 3.56 1.877 0.567 
0.824 0.725 

0.716 0.955 
0.568 FP2 4.03 1.67 0.655 0.695 0.955 

FP1 4.23 1.705 0.682 0.639 0.955 
 
2.0 [30]. The goodness of fit index (GFI) of 0.961 is also quite high; adjusting for model parsimony, 
the adjusted goodness of fit index (AGFI) value is 0.903, which is acceptable. The incremental fit 
indices – the Tucker-Lewis index (TLI) and the normed fit index (NFI) – are 0.980 and 0.967 
respectively, and are above the recommended levels of 0.90; the RMSEA at 0.054 is below the 
suggested threshold value of 0.08. 
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Table III: Discriminant validity of constructs 

 
 
 
 

Table IV: Model fit indices 

 
 
 

3 DISCUSSION OF RESULTS 

The main objective of the study is to investigate how forecasts may be improved for better 
decision-making. The central question posed is, Can overall forecasting effectiveness be improved 
by linking [A] forecasting input factors to [B] competitive advantage factors? Using the 
investigative model (Figure 1 and Figure 2), factors in forecasting [A], [B] and [C] are studied to 
understand the linkages better. The research results provide a strong overall validation of the 
investigative framework, given the model fit indices in Table IV. The structural model is shown in 
Figure 2, showing each of the hypotheses. Table V shows how each of the 22 hypotheses is either 
supported or not supported. 

Absolute fit indices Relative fit indices Parsimonious fit indices 
GF1 0.961 NFI 0.967 Normed chi-square           1.413 
AGFI 0.903 IFI 0.990 PNFI               0.483 
RMSEA 0.054 RFI 0.933 PGFI               0.384            
ECVI 0.583 TLI 0.980 AIC               83.430 
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Figure 2: Research results



 

56 

Of the 22 hypotheses, 18 out were supported. Hypotheses H4, H13, H21 and H22 were not 
supported. It is proposed that other constructs be investigated to understand better how these 
hypotheses might influence the forecasting investigative framework. From this study it is evident 
that forecasting effectiveness may be improved through ensuring that certain forecasting building 
blocks are in place.  

Table V: Summary of hypotheses 

Hypothesis Supported Not supported Significance  
P-value 

HI √  0.40, p< 0.001 
H2 √  0.47, p<0.001 
H3 √  0.52, p<0.001 
H4  √ 0.05, p<0.001 
H5 √  0.18, p<0.01 
H6 √  0.56, p<0.001 
H7 √  0.40, p<0.001 
H8 √  0.52, p<0.001 
H9 √  0.47, p<0.001 
H10 √  0.37, p<0.001 
H11 √  0.30, p<0.001 
H12 √  0.62, p<0.001 
H13  √ -0.68, p<0.05 
H14 √  0.15, p<0.01 
H15 √  -0.13, p<0.05 
H16 √  0.25, p<0.001 
H17 √  0.39; p<0.001 
H18 √  0.25, p<0.05 
H19 √  0.20, p<0.05 
H20 √  0.47, p<0.001 
H21  √ 0.61, p<0.05 
H22  √ -0.18, p<0.05 

4 LIMITATIONS OF THE RESEARCH 

While the study analysed firms in the electronics and electrical, information technology, fast-
moving consumers goods. and financial industry sectors, the research could be extended to 
investigate the relationship between industry sectors as well as relationships between national, 
multi-national, and small-to-medium enterprises (SMEs). The research could also be extended to 
compare forecasting effectiveness between different countries. Other factors that could assist in 
improving the effectiveness of forecasting, such as IT systems, could also be investigated. 
Comparing forecasting effectiveness with firm size and firm maturity may also lead to interesting 
research. 

5 FURTHER RESEARCH 

Further research could involve the following: 
 
1. Compare the relationships between different industry sectors. 
2. Expand the research to other countries, and compare the differences between categories. 
3. Investigate other drivers to improve the effectiveness of forecasting and how forecasting can 

improve firm performance. These drivers could include organisational learning, relationship 
management, and the firm’s culture and climate. 

4. Investigate other constructs – for example, the four hypotheses that could not be proved. 
These were H4: technology and market intelligence to delivery capability, H13: forecasting 
performance and competitive capabilities, H21: competitive capabilities and forecasting 
effectiveness, and H22: product breadth to forecasting effectiveness. 

6 CONCLUSION 

The research looked at the factors driving forecasting effectiveness. Several linkages were found 
to forecasting effectiveness. Using the model developed in this research, several hypotheses were 
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formed. The research shows that, given the correct focus of forecasting within the firm and the 
correct alignment of [A] forecasting input factors (technology and market intelligence, forecasting 
performance, strategy and leadership, and firm performance) to [B] firm competitive advantage 
(delivery capabilities, quality of products, competitive pricing, and product line breadth), [C] 
forecasting effectiveness may be improved. In terms of the central question posed – Can overall 
forecasting effectiveness be improved by linking forecasting input factors to competitive 
advantage? – the research evidence indicates that overall forecasting effectiveness may be 
improved by links in the forecasting model, with 18 out of 22 hypotheses supported. Furthermore, 
the model fit indices indicate that the model fit is within acceptable norms.  
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APPENDIX: RESEARCH QUESTIONNAIRE (SCREENER QUESTIONS NOT SHOWN) 

For questions 1 to 38 please select the most appropriate choice.  
Where 1 = Least likely, 7=Most likely and X= Do not know  
 

No. STRATEGY EFFECTS SCORE 
1. We have incorporated forecasting models into our business 1 2 3 4 5 6 7 X 
2. We employ technology and product gate keeping into our business 1 2 3 4 5 6 7 X 

3. Our forecasting methods are effective enough to respond to changes in 
the environment 1 2 3 4 5 6 7 X 

4. Senior management encourages alignment of qualitative and 
quantitative forecasting techniques 1 2 3 4 5 6 7 X 

No. FORECASTING EFFECTIVENESS SCORE 
5. We have short term forecasting accuracy 1 2 3 4 5 6 7 X 
6. We have medium term forecasting accuracy 1 2 3 4 5 6 7 X 

7. A frequent problem with our sales forecasts is that they tend to 
underestimate our sales projections 1 2 3 4 5 6 7 X 

8. We usually tend to overestimate what can be sold 1 2 3 4 5 6 7 X 

9. By the time our sales forecasts have been prepared important 
decisions have already been made 1 2 3 4 5 6 7 X 

10. Decision makers in our firm often receive sales forecasts too late to be 
of any use 1 2 3 4 5 6 7 X 

11. We are focused on forecasting accuracy rather than looking for general 
trends 1 2 3 4 5 6 7 X 

No. TECHNOLOGY AND MARKET INTELLIGENCE SCORE 

12. Gatekeepers are in place to continuously scan the external 
environment 1 2 3 4 5 6 7 X 

13. The product innovation program has long term thrust and focus 1 2 3 4 5 6 7 X 
14. Strategies are flexible enough to respond to changes in the market 1 2 3 4 5 6 7 X 
15. The voice of the customer is built into our forecasts 1 2 3 4 5 6 7 X 
No. COMPETITIVE CAPABILITIES SCORE 
16. We offer competitive prices 1 2 3 4 5 6 7 X 
17. We are able to compete based on our prices 1 2 3 4 5 6 7 X 
18. We are able to offer prices below our competitors 1 2 3 4 5 6 7 X 
No. QUALITY OF PRODUCTS SCORE 
19. We are able to compete based on quality 1 2 3 4 5 6 7 X 
20. We offer products that are highly reliable  1 2 3 4 5 6 7 X 
21. We offer products that are very durable 1 2 3 4 5 6 7 X 
22. We offer quality products to our customers 1 2 3 4 5 6 7 X 
No. PRODUCT LINE BREADTH SCORE 
23. We respond well to changing customer preferences regarding products 1 2 3 4 5 6 7 X 

24. We respond well to changing customer preferences regarding 
accompanying service 1 2 3 4 5 6 7 X 

25. We alter our product offerings to meet client needs 1 2 3 4 5 6 7 X 
26. We respond well to customer demand for new features 1 2 3 4 5 6 7 X 
No. DELIVERY CAPABILITY SCORE 

27. Orders submitted to us are delivered on-time, as defined by the 
customer 1 2 3 4 5 6 7 X 

28. We provide accurate projected shipping dates 1 2 3 4 5 6 7 X 
29. Our customers are pleased with the frequency of our deliveries 1 2 3 4 5 6 7 X 

30. We work with each customer to develop a delivery schedule that is 
acceptable 1 2 3 4 5 6 7 X 

No. LEVEL OF PERFORMANCE SCORE 

31. Customers perceive they receive their money’s worth when they 
purchase our products 1 2 3 4 5 6 7 X 

32. Sales growth position has been maintained or steadily increased over 
the last 5 years 1 2 3 4 5 6 7 X 

33. Customer retention rate has been maintained or steadily increased 
over the last 5 years 1 2 3 4 5 6 7 X 

34. Our market share has been maintained or steadily increased over the 
last 5 years 1 2 3 4 5 6 7 X 

35. Our overall competitive position has been maintained or steadily 
increased over the last 5 years 1 2 3 4 5 6 7 X 

No. OVERALL FORECASTING PERFORMANCE SCORE 
36. Overall we are good in forecasting sales as any firm in our industry 1 2 3 4 5 6 7 X 
37. Our decision makers have a lot of confidence in our sales forecasts 1 2 3 4 5 6 7 X 

38. Compared to our competitors our sales forecasting capability is 
superior 1 2 3 4 5 6 7 X 
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