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ABSTRACT 

The South African high school education system faces numerous 
challenges, including high dropout rates and unequal educational 
outcomes, which call for innovative methods to analyse and address 
these problems. This study uses an integrated approach that merges 
machine learning and agent-based modelling to simulate learner 
progression in public high schools, illuminating the critical factors that 
influence educational outcomes. Using data from the 2019 General 
Household Survey in South Africa, factor analysis is first conducted to 
identify and quantify the principal characteristics that define learners. 
These identified features then train an XGBoost machine-learning 
model, which is integrated with an agent-based framework to simulate 
learner progression from Grades 8 to Grade 12. Validating the model 
against the learner unit record information and tracking system dataset 
results in a root square error of 2.94%, which is indicative of the model’s 
ability to predict learner progression. As a result, the simulation model 
functions as a strategic platform for evaluating and refining educational 
interventions. 

 OPSOMMING  

Die Suid-Afrikaanse hoërskoolonderwysstelsel staar talle uitdagings in 
die gesig, insluitend hoë uitvalsyfers en ongelyke onderwysuitkomste, 
wat innoverende metodes vereis om hierdie probleme te ontleed en aan 
te spreek. Hierdie studie gebruik 'n geïntegreerde benadering wat 
masjienleer en agent-gebaseerde modellering saamsmelt om 
leerdervordering in openbare hoërskole te simuleer, wat die kritieke 
faktore wat opvoedkundige uitkomste beïnvloed, belig. Deur gebruik te 
maak van data van die 2019 Algemene Huishoudelike Opname in Suid-
Afrika, word faktorontleding eers gedoen om die hoofkenmerke wat 
leerders definieer te identifiseer en te kwantifiseer. Hierdie 
geïdentifiseerde kenmerke word dan gebruik om ‘n XGBoost-
masjienleermodel op te lei, wat geïntegreer is met 'n agentgebaseerde 
raamwerk om leerdervordering van graad 8 tot graad 12 te simuleer. 
Validering van die model teen die leerdereenheidrekordinligting en 
opsporingstelseldatastel lei tot 'n vierkantwortelfout van 2.95%, wat 'n 
aanduiding is van die model se vermoë om leerdervordering te voorspel. 
Gevolglik funksioneer die simulasiemodel as 'n strategiese platform vir 
die evaluering en verfyning van opvoedkundige intervensies. 
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1. INTRODUCTION 

Education stands as a cornerstone of societal development, fuelling economic growth and fostering 
innovation [1]. In pursuing this, it is crucial to understand the underlying factors that influence educational 
outcomes in order to enable targeted interventions and strategic improvements. In South Africa, the legacy 
of Nelson Mandela looms large, highlighting his belief that education is the most powerful tool for societal 
transformation. Governed by the Department of Basic Education, the public education system is designed 
to be inclusive, with no-fee schooling provided to learners in the lowest three quintiles of the five-quantile 
classification of schools. 

South Africa allocated the second highest proportion of its total government expenditures on education 
among 44 countries in 2019, as noted by [2, 3]. Despite this substantial investment, the system continues 
to face problems such as overcrowded classrooms and insufficient resources [4, 5]. The deficiency in the 
standard of education is evident in both national and international assessments, which reveal that numerous 
learners fail to acquire the fundamental literacy and numeracy skills appropriate for their grade levels [6, 
7, 8]. The consequences of these educational shortcomings are significant, contributing to high youth 
unemployment rates and restricting their opportunities for social and economic advancement [3, 9]. 

This study uses machine learning and agent-based modelling, grounded in industrial engineering principles, 
to simulate the educational progression of public high school learners in South Africa. The objectives 
include identifying the key factors influencing learner outcomes, using advanced simulation techniques, 
and validating the model’s effectiveness in guiding the selection of interventions. If successful, this model 
could serve as a valuable analytical tool for strategising educational improvements, given the challenges 
and opportunities in the South African educational system.  

To simulate learners’ progression through the public high school system, this study uses a multifaceted 
approach that combines factor analysis, machine learning, and agent-based modelling. The input data is 
sourced from the 2019 General Household Survey, a comprehensive national survey that collects 
information from thousands of households across all nine provinces. The rationale for selecting the 2019 
data is twofold: the 2023 data lacks the comprehensive factors that were present in previous years, and 
the data from 2020 to 2022 is influenced by COVID-19-related anomalies. Therefore, the 2019 data was 
chosen to provide a more stable and representative analysis.  

With this data, factor analysis is initially applied to identify key variables that define a learner. These 
identified variables serve as input features for training a XGBoost machine learning model. This model is 
then integrated into the AnyLogic simulation environment, enhancing the agent-based model’s ability to 
predict and simulate the realistic behaviours of learners. Finally, the agent-based model uses these 
predictions to simulate the educational progression of each learner—whether they advance to the next 
grade, repeat the same grade, or drop out of school. The simulation incorporates the rule stipulated by 
national education policy, which is that a learner may only repeat a grade once in any of the four 
educational phases: Foundation, Intermediate, Senior, and Further Education and Training [10]. 

The paper is structured as follows: the literature pertaining to the field of study is presented next, followed 
by a description of the data preparation process. The methodology is presented in Section 4, discussing the 
combination of factor analysis, machine learning, and agent-based modelling. Model validation is described 
in Section 5, followed by some results that are presented in Section 6. Finally, the conclusions are 
presented, and future work is discussed. 

2. LITERATURE REVIEW 

This section reviews the literature that is relevant to the simulation of educational systems. An overview 
of both related studies and various simulation techniques is presented, providing a context for the current 
study, and demonstrating the relevance of the techniques that are adopted. 

2.1. Related work 

Educational systems are complex, and simple cause-and-effect approaches often fall short when predicting 
outcomes. Table 1 illustrates past research that aimed to simulate these complexities, detailing the 
techniques they used, the results achieved, and the contexts in which these studies were conducted. 
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Table 1: Related work 

Theme Purpose Method Findings 

Student 
progression in 
universities 
[11] 

Analyse the influence 
of diversity 
distributions on 
graduation in 
university enrolment. 

System 
dynamics 
 
Quantitative 
simulation 

Found no significant improvement in 
graduation diversity by increasing first-
year enrolments of under-represented 
groups. Requires changes in pass rates 
among these groups to have a 
meaningful influence. 

Agent-based 
modelling in 
education [12] 

Examine educational 
outcomes by 
simulating individual 
behaviours in primary 
schools. 

Agent-based 
modelling 

Model helps in understanding the 
complex dynamics of educational 
interactions and their impact on learning 
outcomes, suggesting that personalised 
interventions could improve educational 
achievement. 

Teacher 
training and 
educational 
outcomes [13] 

Assess the influence of 
different teacher 
training programmes 
on educational 
outcomes. 

System 
dynamics 
 
Qualitative 
data analysis 

Highlights the critical role of teacher 
training quality and methodology on 
educational outcomes, recommending 
enhancements to training programmes to 
improve teacher effectiveness. 

Systems 
perspective of 
basic 
education 
[14] 

Explore dynamics in 
basic education 
systems to identify 
leverage points for 
policy intervention. 

System 
dynamics 
 
Policy analysis 

System dynamics approach revealed key 
factors influencing educational quality 
and outcomes, emphasising the 
importance of systemic changes over 
isolated interventions. 

Overview of 
available 
educational 
datasets [15] 

Provide a 
comprehensive 
overview of the key 
datasets available on 
education in South 
Africa, and their uses. 

Data analysis 
 
Policy impact 
analysis 

Summarises important datasets, offering 
insights into their applications for policy-
making and educational research. 
Indicates gaps in data collection, and 
suggests areas for improvement. 

2.2. Synthesis and gap identification 

From the studies that have been reviewed, several key insights emerge. Educational systems involve 
complex interactions and require sophisticated modelling techniques such as system dynamics and agent-
based modelling to understand and predict outcomes. Teacher training quality significantly affects 
educational outcomes, underscoring the need for improved training programmes. System dynamics can 
uncover critical leverage points in educational systems, which are crucial for effective policy interventions. 
Existing datasets provide valuable insights, but also highlight significant gaps, especially in tracking long-
term educational progress and outcomes.  

Despite the valuable contributions of these studies, a critical gap remains in understanding the progression 
of learners in South Africa, particularly at the high school level, where dropout rates are most significant 
[5]. Existing research does not sufficiently address the multi-faceted reasons behind high school failure 
rates, nor does it provide comprehensive strategies for improving retention and pass rates. Several factors 
contribute to high school dropouts, including family responsibilities, economic pressures, and a lack of 
quality education, which compel learners to leave school prematurely [16]. Given the troubling trend of 
about 50% of learners being lost from the system before reaching Grade 12, with the majority exiting during 
Grades 10 and 11 [17], this study focuses on high school progression, pinpointing this as a critical area of 
concern in the South African educational landscape.  
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2.3. Simulation techniques 

This section describes various simulation techniques that could be used to study educational progression. 
Table 2 explains methods such as discrete event simulation, system dynamics, Monte Carlo simulations, 
agent-based modelling, and predictive analytics with machine learning models from previous studies. 

Table 2: Simulation techniques 

Technique Description References 

Discrete event 
simulation  

Models the system as a sequence of discrete events. Each event 
occurs at a specific time and changes the state of the system. 

[18] [19] 

System dynamics  Uses stocks, flows, feedback loops, and time delays to model the 
overall behaviour and dynamics of an education system, 
emphasising long-term trends and impacts of policies. 

[20] [21] [22] 
 

Monte Carlo 
simulation  

Relies on repeated random sampling to predict the probability of 
different outcomes; particularly effective in assessing the impacts 
of varied educational interventions under uncertainty. 

[23] [24] [25] 

Agent-based 
modelling  

Each individual entity, or ‘agent’, is modelled with distinct 
characteristics. Agents interact within a system, leading to 
emergent behaviours, and allowing for the detailed exploration 
and analysis of complex systems. 

[26] [27] [28] 

Machine-learning 
models 

Uses historical data and machine-learning techniques to predict 
educational outcomes. Techniques such as regression, decision 
trees, and neural networks analyse various inputs, including socio-
economic data. 

[29] [30] [31] 

The decision to use both machine learning and agent-based modelling in this study stems from their 
complementary strengths in simulating complex systems such as educational progression. Machine learning 
provides powerful tools for recognising patterns in large datasets, enabling the prediction of outcomes 
based on historical data [32]. This capability is particularly useful for understanding the factors that 
influence learner success and for identifying potential interventions [32]. Techniques such as regression, 
decision trees, and neural networks can analyse inputs ranging from individual learner characteristics to 
broader socio-economic factors, thus providing insights that are critical for strategic planning in education 
[29, 31]. 

Agent-based modelling allows for the simulation of individual behaviours and interactions in an educational 
setting. Each learner or ‘agent’ can be modelled with unique characteristics and decision-making processes, 
which interact with the system and with other agents [26, 27]. This method is invaluable for examining how 
individual differences and interactions could lead to emergent behaviours in the educational system [32]. 
It helps to understand the micro-level dynamics that contribute to the overall educational outcomes, such 
as the impact of peer influence, teacher-learner interactions, and personalised educational pathways [28]. 

Combining machine learning with agent-based modelling allows for an integration of macro-level insights 
from machine-learning predictions with micro-level understanding from agent-based scenarios. This synergy 
is supported by recent studies that emphasise the value of combining predictive analytics with simulations 
to understand complex systems better and to plan effective interventions [33]. 

3. DATA PREPARATION 

This section details the process of preparing data for the machine learning and agent-based simulation 
model. It starts with a description of the General Household Survey, covering its scope, methodology, and 
relevance to the study. It then explains the application of factor analysis to the General Household Survey 
data to identify key features that characterise a learner. Finally, it outlines the process of defining the 
target variable by tracking learner progression between 2019 and 2020.  
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3.1. General Household Survey 

The General Household Survey is an annual survey conducted by Statistics South Africa. Initiated in 2002, 
the General Household Survey aims to provide a nuanced picture of household living conditions, aiding the 
government and researchers in tracking progress towards development goals, identifying emerging issues, 
and tailoring policies to meet the population’s needs better. To achieve this, the survey uses a stratified 
random sampling method, ensuring that it represents the national population. About 30,000 households are 
selected from all nine provinces, capturing diverse backgrounds to reflect a broad spectrum of 
socioeconomic statuses, age groups, and geographic locations.  

The General Household Survey covers a wide range of topics, including education, health, housing, access 
to services, employment, and income. The questions are designed to capture both objective data, such as 
the number of rooms in a dwelling or the highest level of education attained, and subjective perceptions, 
such as satisfaction with health services or perceived neighbourhood safety. In the realm of education, the 
General Household Survey collects crucial data on school attendance, educational attainment, and access 
to educational resources. It also examines barriers to education, such as financial constraints, distance to 
schools, and household responsibilities that may impede regular school attendance.  

3.2. Factor analysis 

Factor analysis is a statistical technique that is used to simplify complex datasets by identifying underlying 
patterns and reducing them to a smaller number of factors. The 2019 General Household Survey, with its 
356 questions, posed significant difficulties for trend analysis owing to the sheer volume of data. Factor 
analysis was used to reduce the dataset’s complexity, eliminating unnecessary variables and enhancing the 
clarity of insights. This technique, commonly applied in fields such as psychology, economics, medicine, 
and the social sciences, helps to elucidate key constructs and themes in large datasets. For instance, in a 
psychological study, factor analysis might distil multiple observed variables into a single factor such as 
‘extraversion’, encompassing traits such as ‘enjoys social gatherings’ and ‘feels energised by crowds’. 

The General Household Survey is organised into six sections that cover topics such as education, welfare, 
household specifics, health, social security, and housing conditions. Factor analysis was applied to each 
section individually, ensuring that the most relevant variables were retained. As detailed in Table 3, this 
process identified 15 factors encompassing a total of 84 variables, which represented the most critical 
information derived from the survey questions. By reducing the dataset’s dimensionality by 76.4%, factor 
analysis simplified the data while retaining the essential information. 

Each factor in Table 3 represents a distinct theme or underlying construct in the survey data. For example, 
in the education section, various questions related to school facilities, teacher availability, and access to 
learning materials were analysed. This analysis identified a key factor, ‘edu1_resources’, which 
encompasses the overall quality of educational resources. This factor is defined by variables such as the 
condition of school facilities and the availability of educational materials, offering a measure of the school 
environment and resources available to learners. 

By focusing on the 84 most pertinent variables, this approach enhances the efficiency of subsequent 
analyses, and ensures that the factors contribute meaningfully to the interpretation of the data. These 
variables were used to train the machine learning model and subsequently to define each agent in the 
simulation model, enabling the intervention capabilities discussed in Section 4.3. 

3.3. Target variable 

The 2019 General Household Survey dataset contains 68,789 entries, including household heads, spouses, 
children, and other household members. To focus specifically on learners in order to be relevant to this 
study, the dataset was filtered to include only those attending public high schools. Learners aged 13 to 18, 
as well as those attending high school beyond these ages, were selected. This filtering process resulted in 
a total of 5,962 entries, representing the target learner population.  

To establish the target variable for the machine-learning model, a search was conducted to identify learners 
from the 2019 General Household Survey who also participated in the 2020 survey. This longitudinal tracking 
identified 1,246 learners with unique identifiers in both datasets. These learners provided the necessary 
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data to define the target variable—whether they passed or failed their grade. For instance, if a learner was 
in Grade 9 in 2019 and advanced to Grade 10 in 2020, it was recorded that the learner had passed. It should 
be noted that, while the progression policy of the Department of Basic Education influenced learner 
progression, the data does not differentiate between passing as a result of academic success or because of 
the policy [34]. The longitudinal search in the survey indicated only whether they had passed, regardless 
of the reason. 
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4. METHODOLOGY 

This section details the integrated approach that combines factor analysis, machine learning, and agent-
based modelling. The machine learning model predicts whether a learner will pass or fail, while the agent-
based model simulates the progression of learners through high school. As illustrated in Figure 1, after 
conducting factor analysis on the dataset, the XGBoost machine-learning model was trained (Section 4.1). 
Subsequently, an application programming interface was developed (Section 4.2) to pass the machine-
learning model’s predictions to the agent-based model (Section 4.3).  

 

Figure 1: Methodology flow diagram 

4.1. Machine-learning model 

The machine-learning component of this study aimed to predict whether a learner would pass or fail a 
grade. The model was built using 1,246 entries from the General Household Survey of 2019 and 2020, with 
features including the learner’s province, grade, over-age status, and 81 variables derived from factor 
analysis. The target variable was whether the learner had passed in 2019. 

However, a difficulty emerged from the imbalance in the target variable. Most learners in the dataset had 
passed in 2019, with a significantly smaller proportion failing. This imbalance could have skewed the 
model’s predictions. To mitigate this issue, the synthetic minority over-sampling technique (SMOTE) was 
applied. SMOTE generates synthetic samples for the minority class (those who failed), which helps to 
balance the dataset and enhances the model’s ability to predict the minority class, ultimately improving 
its overall accuracy. 

Various machine learning algorithms were considered for this study, including random forest, linear 
regression, neural networks, and support vector machines. Random forest was considered for its robustness 
and ability to handle large datasets with high dimensionality, and neural networks for their capability to 
model complex non-linear relationships. However, XGBoost was chosen for its ability to handle imbalanced 
datasets. XGBoost’s gradient boosting framework optimises accuracy through iterative refinement, making 
it particularly suitable for the intricacies of General Household Survey data when subtle patterns need to 
be captured. 
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Feature importance in machine learning quantifies each feature’s contribution to the model’s prediction 
accuracy, as illustrated in Figure 3, which presents the top 20 contributing features and their importance 
scores. A high feature importance score does not necessarily correspond to higher passing probabilities. 
Instead, it reflects how much a feature informs the model about the learner’s context, providing critical 
information that helps the model accurately to distinguish between learners who are likely to pass and 
those who are likely to fail.  

 

Figure 2: Feature importance in machine-learning model 

The feature ‘mail_delivered’ is the most significant contributor to the model’s predictions, suggesting that 
access to regular mail delivery, which may indicate a stable and affluent living environment, is crucial in 
understanding the learner’s context. Next to it, ‘ind_educ_gr12’ pertains to the educational level of the 
learner’s parents or guardians, and specifically whether they have matriculated, emphasising the 
importance of parental education levels in predictive accuracy. 

Features such as ‘edu_priv_transport’, ‘hlt_covered’, ‘ind_inc45’, ‘asset_geyser’, ‘own_vehicle’, and 
‘soc_grant_receive’ suggest that financial security factors are significant in the model’s predictions. 
School-related features such as ‘edu_lackteachers’, ‘edu_classlarge’, ‘grade’, ‘edu_form_prof’, and 
‘edu_fees_high’ also play a significant role, highlighting the influence of academic resources and formal 
education settings. In addition, features such as ‘hhc_relate_grand’, ‘ind_sex_hh_male’, ‘ind_marliv’, 
‘ind_mot_part’, and ‘ind_sing’ all relate to the household structure of the learner. 

4.2. Application programming interface 

Integrating the machine-learning model’s predictions into the agent-based model posed several difficulties. 
The complexity of the agent-based model environment, coupled with the computational demands of the 
machine-learning model, made direct integration difficult.  

To overcome these issues, an application programming interface was developed to facilitate the interaction 
between the simulation model and the machine-learning model. This approach enabled effective 
communication between the two components without requiring direct integration, thereby ensuring 
smoother operation and increased flexibility. The application programming interface was built using the 
Flask web framework, which is well-suited for creating lightweight web services. The application 
programming interface accepts input data in JSON format, processes this data, and uses the pre-trained 
XGBoost model to make predictions. The predictions are then returned to the simulation model in real 
time. 
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4.3. Agent-based simulation model 

The agent-based model simulates the progression of learners through high school, aiming to capture the 
dynamics and complexities of the educational system. Stratified sampling was performed on 4,856 
learners to create a representative dataset of 250 entries, with 50 learners per grade, serving as input for 
the simulation. Each learner is modelled as an agent with 84 distinct parameters, including variables from 
factor analysis, province, grade, and over-age status. 

As can be seen in Figure 4, learners enter the model at any of the five grades, depending on their grade in 
2019. At each grade level, the agent-based model sends the learners’ variables to the application 
programming interface, which uses the pre-trained machine learning model to predict whether each learner 
will progress or not. These predictions are then fed back into the agent-based model, which uses them to 
simulate the learners’ progression through high school. If the model passes a learner, the agent moves to 
the next grade. Learners who pass Grade 12 are marked as ‘matriculated’. The integration of the machine 
learning model via the application interface enables the agent-based model to make data-driven 
predictions on a learner-to-learner basis.  

 

Figure 3: Agent-based simulation setup 

5. VALIDATION  

Validation is essential to ensure the accuracy and reliability of the model used in this study, providing clear 
insights into the factors that influence educational outcomes. This section assesses the performance of 
both the XGBoost machine learning model (Section 5.1) and the agent-based simulation model (Section 
5.2), highlighting their strengths and identifying areas for improvement. Furthermore, the agent-based 
model’s results are compared with historical data from the learner unit record information and tracking 
system (LURITS) to evaluate its accuracy. 

5.1. Machine learning validation 

The performance of the XGBoost machine-learning model was evaluated using precision, recall, and the 
F1-score. As shown in Table 4, the model achieved a precision of 0.84 for predicting learners who passed. 
Precision is the ratio of true positive predictions to all predicted positives. Recall, which measures the 
ability to capture all actual positives, was 0.81 for passing learners. The F1-score, which balances precision 
and recall, was 0.82 for ‘pass’ predictions, demonstrating the model’s effectiveness in predicting learner 
progression. 

 

  Table 4: Performance metrics 
 

Prediction Precision Recall F1-score 

Fail 0.39 0.44 0.41 

Pass 0.84 0.81 0.82 

 

Figure 4: Confusion matrix 
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A confusion matrix, as can be seen in Figure 5, is a performance measurement tool used for classification 
models. Despite its name, it provides clarity by displaying the model’s predictions against the actual 
outcomes. The matrix includes four components: true positives (correctly predicted positive cases), true 
negatives (correctly predicted negative cases), false positives (incorrectly predicted positive cases), and 
false negatives (incorrectly predicted negative cases). This matrix helps to identify where the model 
performs well and where it needs improvement, particularly in distinguishing between classes. Figure 5 
clearly shows that the model is more accurate in predicting learners who have passed than those who have 
failed. 

The final results showed an overall prediction accuracy of 72.80%. As depicted in Figure 5, the model 
correctly identified 44.44% of the ‘Fail’ class and 80.61% of the ‘Pass’ class. However, it misclassified 
55.56% of the negative cases as positive and 19.39% of the positive cases as negative. These results 
demonstrate the model’s strong recall and precision for the ‘Pass’ class, but also highlight the need for 
improvement in handling the minority ‘Fail’ class. 

5.2. Agent-based simulation validation 

To validate the agent-based model, a comparison was made between the predicted simulation results and 
historical data from the LURITS dataset – an essential tool developed by the South African Department of 
Education to manage detailed data on individual learners from Grade R to Grade 12. Each learner is assigned 
a unique tracking number throughout their schooling, facilitating consistent record-keeping even if they 
move between schools or provinces. LURITS relies on data from computerised school administration 
systems, such as the South African School Administration and Management System (SA-SAMS), which is 
provided to schools free of charge. This system ensures fairly accurate enrolment numbers, and tracks 
learner movements, supporting the Department of Education in identifying and addressing issues such as 
school dropouts.  

The validation process began with data preparation, in which the LURITS dataset was cleaned and filtered 
to remove any duplicates and entries with missing identifiers. This ensured that the dataset used for 
validation was accurate and representative of the actual learner population. Learner progression 
percentages from the 2019 LURITS data were compared with the simulation results, as shown in Figure 7, 
where ‘Pass’ percentages are indicated by the hatched pattern and ‘Fail’ percentages in white. 

 

Figure 5: Predicted progression for 2019 Figure 6: Actual LURITS progression 

The comparison reveals that the simulation model closely replicates real-world learner progression, 
particularly in Grades 9 and 11, where simulated ‘Pass’ and ‘Fail’ percentages align closely with actual 
data. However, discrepancies are noted in Grades 8 and 10, indicating areas for further improvement. 

To quantify the model’s accuracy, the root mean square error (RMSE) is calculated. RMSE is a standard 
metric that measures the average magnitude of error between predicted and observed values, with a lower 
RMSE indicating better performance. In this study, the RMSE for the pass percentage is 2.94%, meaning that 
the simulation’s predictions deviate by an average of 2.94 percentage points from the LURITS data. This 
low RMSE value suggests that the model performs well in predicting pass rates, with only a small margin of 
error, which could be further reduced with additional tuning, though it already demonstrates a strong 
alignment with actual learner outcomes. 
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It is important to note that results for Grade 12 are not included in this comparison. The LURITS system 
only tracks learners from Grade 0 to Grade 12, and once Grade 12 learners matriculate, they are no longer 
included in the dataset for the following year. Consequently, any Grade 12 learners who graduated in 2019 
would not appear in the 2020 dataset, making it difficult to compare the pass rate in the simulation model 
with the actual data. Therefore, this validation of the agent-based model using LURITS data is limited to 
Grades 8 to 11. 

6. SCENARIO TESTING AND RESULTS 

This section explores three scenarios that are tested using the agent-based simulation model in order to 
understand their impact on learner progression in the South African high school education system. The 
scenarios illustrate the usability of the simulation model, and are not meant to be comprehensive. 

6.1. Scenario 1: Increase in higher-cost education by 10% 

The first scenario examines the effect of a 30% increase in the presence of the ‘edu_high_fees’ variable, 
which reflects the financial cost of attending a school. As indicated by the results in Table 5, schools with 
higher fees tend to perform better. This outcome is consistent with the reality that more affluent South 
African schools, which typically charge higher fees, often produce better passing rates. This finding 
highlights the potential benefits of investing in educational resources, which could improve learner 
outcomes in schools that have traditionally been underfunded. 

6.2. Scenario 2: Decrease in basic educational proficiency by 30% 

The second scenario explores the impact of a 30% reduction in the ‘edu_form_prof’ variable, which 
measures learners’ basic proficiency in essential skills such as reading, writing, and comprehension. Table 
5 demonstrates that a decline in basic proficiency hinders passing rates. Learners who struggle with 
foundational skills are less likely to progress and are more likely to fail. This scenario underscores the 
importance of ensuring that all learners attain a minimum level of basic proficiency to support their 
academic success.  

6.3. Scenario 3: Increase in teachers and decrease in classroom size by 15% 

The third scenario involves simultaneously increasing the number of teachers and decreasing classroom size 
by 15% to assess the combined effect on passing rates. As shown in Table 5, this dual approach yields 
positive results, with improvements observed across various grades. The rationale behind this outcome is 
straightforward: smaller classroom sizes enable more individualised attention, and an increased number of 
teachers enhances the overall quality of education. Together these factors contribute to better learner 
performance and higher pass rates. 

Table 5: Passing rate percentage improvement on scenario testing 

Scenario Grade 8 Grade 9 Grade 10 Grade 11 

1 7.49 17.45 5.50 15.66 

2 -8.82 -0.95 -3.37 -19.33 

3 26.47 24.03 12.67 17.95 

6.4. Scenario results 

As detailed in Table 5, the scenario of increasing higher-cost education variables by 10% shows moderate 
improvements across Grades 8, 9, 10, and 11, indicating that financial investment in schools could lead to 
better educational outcomes. In contrast, the scenario of decreasing basic proficiency by 30% results in 
higher failure rates, particularly in Grades 8 and 11, highlighting the detrimental impact of low proficiency 
on learner progression. The third scenario, involving a 15% increase in teachers and a decrease in classroom 
size, demonstrates substantial improvements in all grades, especially Grades 8 and 9, underscoring the 
positive effect of reducing class sizes and increasing teacher availability on educational progression. 
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7. CONCLUSIONS AND FUTURE WORK 

Using machine learning and agent-based modelling, this study illuminates critical aspects of learner 
progression in the South African high school education system. By incorporating factor analysis to distil key 
features and by using the XGBoost model for predictive analytics, the simulation captures the dynamics of 
learner progression. The model includes variables pertaining to educational resources, household income, 
health status, housing conditions, social grants, and food security, alongside additional variables such as 
grade, province, and whether the learner is over-aged for their grade. 

The agent-based model’s ability to simulate individual behaviours provides a granular understanding of the 
factors that influence educational outcomes. Validation against the LURITS dataset confirms the model’s 
accuracy, particularly in Grades 9 and 11. The RMSE for the pass percentage is 2.94%, indicating that the 
simulation’s predictions deviate by an average of 2.94% from the LURITS data. This low RMSE demonstrates 
the model’s strong alignment with actual learner outcomes, although room remains for refinement through 
additional tuning. 

Future work will focus on incorporating system dynamics into the simulation framework. This addition is 
expected to complement the current approach by providing a macro-level perspective, capturing feedback 
loops and long-term trends that influence the education system. The combination of system dynamics and 
agent-based modelling would create a more comprehensive and interactive model that would be capable 
of simulating the impact of policy changes and resource allocation over time. 

The integration of machine learning with agent-based simulation modelling provides a valuable tool for 
planning educational improvements in the South African educational system. This simulation model serves 
as a strategic platform for evaluating and refining interventions. 
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