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ABSTRACT 

During combat, measuring the dimensions of targets is extremely important for knowing 
when to fire on the enemy. The importance of identifying a known target on land 
emphasizes the importance of techniques devoted to automatic target recognition. 
Although a number of object-recognition techniques have been developed in the past, none 
of them have provided the desired specifics for unidentified target recognition. Studies on 
target recognition are largely based on images that assume that images of a known target 
can be readily viewed under any circumstance. But this is not true for military operations 
conducted on various terrains under specific circumstances. Usually it is not possible to 
capture images of unidentified objects because of weather, inadequate equipment, or 
concealment. In this study, a new approach that integrates neural networks and laser radar 
has been developed for automatic target recognition in order to reduce the above-
mentioned problems. Unlike current studies, the proposed model uses the geometric 
dimensions of unidentified targets in order to detect and recognise them under severe 
weather conditions. 

OPSOMMING 

Die bepaling van teikenafmetings is van besondere belanggedurende gevegte sodat 
vuurtydstipte sodoende vasgelê kan word. In hierdie opsig word outomatiese uitkenning van 
teikentipe dus ook belangrik. Laasgenoemde tegnieke het desnieteenstaande nie besonder 
presteer met die uitkenning van vreemdeteikentipes nie. Terreintoestande, weers-
omstandighede, swak waarnemingstoerusting en kamoeflering speel in die verband ook ‘n 
rol. Nuwerwetse toerusting wat gebruikmaak van neurale netwerke laserradar word 
voorgehou as ’n oplossing vir die vraagstuk onder uiteenlopende omgewingstoestande. 
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1. INTRODUCTION 

Accurate diagnosis and identification of targets in a theatre of operations is an essential 
strategy for contemporary armies in order to minimise casualties and increase military 
intelligence. The purpose of this process is to see whether there is an object that requires 
attention – a potential target – and then to recognise what is detected (e.g. a tank, 
dismounted soldiers, a self-propelled howitzer). And finally, it must be determined whether 
the potential target is enemy or friend (who/what unit/vehicle of what formation is in 
sight?). An automatic target recognition (ATR) with a neural network has the potential to 
facilitate this process.  
 
Texture analysis researchers have for many years attempted to model the basic components 
of the human visual system to capture our visual abilities. Successful implementation of the 
automatic target identification task involves automatic detection, classification, and 
tracking of a target that has known dimensions. Target identification using a laser device is 
a new facility that can be implemented as a 3D structure, and is similar to image 
processing. Military engineers concerned with the identification of known targets and 
objects in the field have produced a new paradigm: quick recognition of a target with 
lasers. The laser system aims to minimise friendly casualties by the rapid identification of 
known targets. While the laser system does not propose full recognition of known targets in 
the battlefield, the system seeks to prevent friendly casualties that result from sudden and 
unexpected contacts. Primarily, the system continuously searches for unnamed objects in 
the theatre around areas where an enemy threat is expected. 
 
This paper discusses a new laser-based target identification system that was developed 
using neural networks. A LADAR device is sufficient for measuring the dimensions (width, 
length, height) of an unidentified object, but several devices offer more effective results. 
The concept of target recognition by a laser mechanism was based on the fact that the 
objects have dimensions of different sizes. A multilayer perceptron neural network (MLP) 
was produced according to this concept. The project in this paper demonstrated that it was 
possible to identify land targets using 3D laser devices and neural networks, because this 
system has the ability to detect and recognise targets even under severe weather 
conditions or inappropriate recognition situations.  
 
The paper is organised as follows. Section 2 illustrates related literature and describes the 
proposed research method in relation to the artificial neural network considered for this 
study. Section 3 describes the dimensional measurement system using LADAR. Section 4 
discusses the process of implementing neural network with the proposed model. The 
conclusion is presented in Section 5. 

2. LITERATURE REVIEW 

Automatic target recognition (ATR) is one of the most challenging problems of the defence 
industry. The aim of an ATR system is to remove the role of humans from the process of 
target detection and recognition, and thus to implement a real-time and reliable system of 
high performance [1]. 
 
In the literature, many studies employed neural networks for target recognition. 
Huntsberger and Jawerth [2,3] proposed a wavelet-based technique for automatic target 
detection and recognition for acoustic and non-acoustic antisubmarine warfare. 
Pasquariello and his colleagues’ study [4] proposed a modular system based on a neural 
network for the quasi real-time detection of moving targets in seaport radar images. The 
Hopfield neural network, which represents a single, robust, and effective method [5], was 
applied in a target identification study; results suggest that it is a practical tool for 
identifying land cover targets from remotely-sensed imagery at the subpixel scale. Cozien 
et al. [6] established a multi neural networks system named ‘Jarod’, whose task was to 
determine the shapes detected by agents. 
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A study by Araghi et al. [7] proposed a vessel identification system based on the covariance 
of discrete wavelets using probability neural networks. In their study, a set of ship profiles 
was used to create a covariance matrix with a discrete wavelet transformer using a neural 
network. Gill and Sohal [8] worked on the performance of a probabilistic neural network 
and multilayer perceptron for battlefield management and forecasting. 
 
A modular neural network classifier was developed for the problem of automatic target 
recognition using dynamic infrared (FLIR) imagery by Wang et al. [9]. The classifier 
consisted of several solo trained neural networks, and a comprehensive number of real FLIR 
images were employed for their experiments in their model. In another study, Wang et al. 
[10] worked on complex classifiers that were constructed by combining a number of 
component classifiers, designed and evaluated in terms of automatic target recognition 
(ATR), using forward-looking infrared (FLIR) imagery. Steven et al. [11] also studied 
concepts associated with the processing of military data to detect and recognise targets 
(ATR). This study was based on military data, but it can only be considered a reliable 
principle when the proposed systems are field-tested and proven ‘under fire’. 
 
Neural networks and other techniques related to ATR were used and compared in Bayık’s 
research [12]. Wang et al. [13] worked on human identification at a distance. Gait 
recognition used in this study aimed essentially to identify people based on the way they 
walk. Zhao et al. [14] studied an unidentified face recognition method based on multi-
features using a neural networks committee (NNC) machine. Park et al. [15] worked on a 
target classification system that was applied to a neural network. A 24 GHz microwave 
radar sensor was used for this study - the active safety system. Heinrichs et al. [16] and 
Ratches et al. [17] studied automatic target recognition using radar range imagery. 
 
Three dimensional (3D) laser radar produces range images that provide comprehensive 3D 
information about a target. Today’s technology has developed the laser scanner tools that 
make it possible to obtain high-resolution 3D imaging. In the study of Song et al. [18], a 
new 3D target recognition algorithm using a single image was proposed. The application was 
based on geometrically invariant relationships. A pose-independent automatic target 
detection and recognition system, which used data from an airborne 3D imaging LADAR 
sensor, was presented by Vasile et al. [19]. This automatic target recognition system uses 
geometric shape and size signatures from a target model to detect and recognise a target 
amid extensive terrain scenarios. Mostafa et al. [20] worked on an automatic target 
recognition system based on three-dimensional reconstruction of the target from an image 
sequence. Yoo et al. [21] studied an automatic welding of the 3D seam. In their paper, a 
neural network with 2-D image data was developed and tested in order to get the pattern 
type. Li et al. [22] discussed in detail the general principle of laser scanning through glass 
in their study. 

3. RESEARCH OBJECTIVE AND METHODOLOGY 

The objective of this study is to determine known combat targets using LADAR and neural 
network integration in order to reduce friendly casualties. A new approach using target 
geometric dimensions to identify time-critical military targets is considered in this paper. A 
new neural network target detection application that also performs satisfactorily in self-
training mode is proposed, . 

3.1 Artificial neural network 

Artificial neural networks (ANNs) are used in this study. ANNs are systems constructed to 
make use of organisational principles resembling those of the human brain [23]. The ANN 
approach can also be suitably employed to depict expert-level decisions by mimicking the 
parallel structure of the human brain [24]. It is possible to argue that ANNs represent the 
promising new generation of information processing systems. 
 
ANNs are composed of many parallel working neurons to solve classification problems. 
Neurons work by processing information. They both receive and provide information [25]. A 
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neuron is characterised by a state of activation that belongs in the range 0 (false) to 1 
(true). ANN achieve their processing capacity by connecting these simple neurons to other 
neurons with associated weights. The weight determines the structure of the signal that is 
transmitted from one neuron to another. The weight is updated by learning to alter various 
inter-connections and thus leads to a modification in the strength of inter-connections. The 
aim of the ANNs is to transform the inputs into meaningful outputs. The ANNs are trained 
with the available data samples to investigate the relationship between input and output. 
3.1.1 Backpropagation 
Backpropagation is a common supervised learning algorithm in the neural network domain 
[26]. The backpropagation algorithm has a topology that is a fully connected, layered, and 
feed-forward network. The network consists of an input layer, a hidden layer, and an 
output layer [27]. A network can have different numbers of neurons in different layers. 
Each neuron in the input layer is fully connected in the forward direction to all the neurons 
in the hidden layer through a set of weights. Similarly, each neuron in the hidden layer is 
fully connected in the forward direction to all the neurons in the output layer through 
another set of weights [28]. 
 
The learning procedure finds a set of weights of the network according to the training 
input/output patterns so that, given each input pattern, the output produced by the 
network is sufficiently close to the desired output pattern. The backpropagation algorithm 
is designed to minimise the mean square error between the computed output of the 
network and the desired output; the detailed description of the learning rules of the 
algorithm can be found in the works of Rumelhart et al. [29], Kung [30], and Lek and 
Guegan [31]. 
 
In this study, a backpropagation-based multilayer perceptron (MLP) network was used. 
 

 

Figure 1: Model diagram 

Because of its ability to generalise successfully on a variety of problems, backpropagation is 
the most common algorithm in training neural networks. Basic steps of backpropagation are 
given below: 

Step 1:  Design the structure of the neural network and determine the parameters 
of the model. 

Step 2:  Prepare input and output values taken from laser devices and model 
training. 

Step 3:  Input training data matrix X and output matrix T. 
Step 4:  Compute the output vector of each neural unit. 
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Compute the output vector H of the hidden layer. 

k ik i knet W X= −Θ∑         (1) 

( )k kH f net=          (2) 

 
Compute the output vector Y of the output layer. 

k kj i jnet W H= −Θ∑         (3) 

( )j jY f net=          (4) 

 
Step 5:  Compute the distances d. 
Compute the distances d of the output layer. 

'( ). ( )j j j jT Y f netδ = −         (5) 

Compute the distances d of the hidden layer. 
'( ). ( )k j kj k

j
W f netδ δ= ∑        (6) 

 
Step 6:  Compute the modification of W and θ (η  is the learning rate).  
(a) Compute the modification of W and θ of the output layer. 

kj j kW Hηδ∆ =          (7) 

j jθ ηδ∆ = −          (8) 

(b) Compute the modification of W and θ of the hidden layer. 

ik k iW Xηδ∆ =          (9) 

k kθ ηδ∆ = −                     (10) 

 
Step 7:  Renew W and θ.  
(a) Renew W and θ of the output layer. 

kj kj kjW W W= + ∆                    (11) 

j j jθ θ θ= + ∆                     (12) 

(b) Renew W and θ of the hidden layer. 

ik ik ikW W W= + ∆                    (13) 

k k kθ θ θ= + ∆                     (14) 

 
Step 8:  Repeat step 3 to step 7 until convergence. 

3.2 Measuring target dimensions 

Measuring the dimensions of a known target in the battlefield during an engagement is 
particularly crucial for deciding whether or not to shoot. The ability of LADAR has led to the 
rapid development of laser scanner-based systems for a wide range of applications such as 
the modelling of architecture [32], forests [33], and engineering structures [34]. 
 
In this study, the dimensional measurement system using LADAR was composed of three 
commercial LADARs and a personal computer on which the commercial LADAR software 
runs. The system does not work properly if the distance between the target and the laser 
device is more than 1,100 meters because of current LADAR technology. On the other hand, 
laser range finders or ground radars can determine the position of nearby targets quite 
accurately, and they continue to operate under varying conditions of weather, terrain, or 
time. The LADARs were placed in the field between 110 and 1,200 meters away from the 
proposed target and positioned to have the best coverage of the area. The LADARs were 
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mounted on solid, durable, and compact tripods so that they could be repositioned 
according to military requirements relevant to the terrain. The suitable positions of the 
three LADARs that maximised the views of potential targets (Figure 2) were determined 
according to the geographical structure of the land. 
 

 
Figure 2: Dimensions of a target from different points of view 

4. THE PROPOSED MODEL: EMPLOYING DIMENSIONS WITH NEURAL NETWORKS FOR 
TARGET IDENTIFICATION  

The work in this paper demonstrates that it is possible to help identify targets in the 
battlefield using target dimensions and ANNs. We attempted to develop a clear and 
effective method for target identification using neural networks. The laser measuring 
method was applied to determine the dimensions of the target, and input for the applied 
ANN model was produced. The overview of the proposed method is shown in Figure 3. The 
concept of the easy target recognition model is explained below: 
 

Step 1: Detection of known targets 
Step 2: Identification of targets 
Step 3: Measuring dimensions of known targets 
Step 4: Identification of the object using a neural network 

 
The first step serves to detect and track objects on land. The second step aims to identify 
the known object with current battlefield recognition devices, thermal Infra Red IR, night 
vision, radar, etc. However, severe weather conditions, unsuitable terrain, low visibility at 
night, and other difficulties – including visibility obscurations by the enemy – dramatically 
affect the target recognition performance of these devices in the battlefield. If the target 
remains unidentified or suspected, the LADAR is used to obtain its dimensions. Measuring 
dimensions of an approaching target must be a continuous process, due to current LADAR 
limitations. 

4.1 Step 1: Detection of known targets 

Target detection and tracking are the initial steps to start neural network analysis. A target 
can be detected on the battlefield in a given terrain using smart sensors from far away. The 
key assumption here is that laser devices are available in the field and are ready to scan 
when an unidentified object is detected. 
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Figure 3: Target identification process 

4.2 Step 2: Identification of targets 

Current target detection and tracking systems are not sufficient for a military unit. It is not 
easy to identify a detected target in the chaotic and complicated environment of the 
battlefield. The results received from these systems can mislead a unit and cause friendly 
casualties if identification of a target fails. Known targets should be observed closely until 
the target is fully identified with sensors available on the battlefield. If the target is 
identified as friendly, the recognition process will be stopped. 

4.3 Step 3: Measuring dimensions of known targets 

One of the main objectives of the proposed approach is to overcome the disadvantages of 
the current combat target recognition systems and to improve the speed of identification. 
The system was able to perform target recognition more safely and efficiently for combat 
units, since it used three laser radars positioned at an adequate distance from the front line 
(Figure 4). 
 
In this step, the target, which is processed but not fully identified by combat recognition 
devices, is transferred to the laser unit by wired communication line. Laser systems 
positioned on the battlefield then begin to obtain target dimensions. Receiving dimension 
data from multiple lasers positioned at different locations produces easy-to-calculate, 
accurate dimensions of the target. Although one laser system was enough, three lasers 
were employed in this study. LADARs obtain dimensions of the target as x-y-z and provide 
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them to the proposed neural network as input. In order to obtain more accurate 
dimensional data of the target, each LADAR should be positioned at a 400-600 angle on the 
ground. 
 

Figure 4: Efficient LADAR positioning in the field 

4.4 Step 4: Identification of the object using a neural network 

The general structure of the problem in this study was considered to be a target 
identification prediction task, which was ideally suited to the application of neural 
networks. The key issues in developing the neural network based on the methodology for 
LADARs’ target recognition using dimensions on land are presented in the following stages: 
 

• Receipt of a target’s dimension data  
• Generation of neural network topology  
• Representation of the input and output decision variables 
• Training and validation of the neural network 
• Testing of the model 

 
4.4.1 Receipt of target’s dimension data  
Three laser radars were used to detect known target dimensions in the proposed model. 
Obtaining accurate target dimension data is critical at this stage. The dimension data was 
used as input for the neural network to identify the known target. Data obtained from 
targets was transferred to computer by wired link (Figure 5). 
4.4.2 Generation of neural network topology  
The topology of the proposed neural network model developed for this study, which uses 
feed forward backpropagation, is shown in Figure 5. The model consists of the input layer 
of neuronal nodes to represent the input decision variables, the output layer of neuronal 
nodes to represent the output decision variables, and one hidden layer of neuronal nodes. A 
detailed report on the presentation of the input and output decision variables will be 
provided in the following section. 
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Figure 5. Proposed neural network model topology 

4.4.3 Representation of the input and output decision variables 
Input and output selection is always a complex task for the neural network model 
developer, as there is no formal method for selecting variables for a model. Furthermore, 
both under- and over-specification of input variables can often generate poor performance 
from the neural network model. If there are too many input variables, it can result in poor 
generalisation. On the other hand, if the lack of information represents critical decision 
criteria assigned to the model, then it is not possible to develop a correct and accurate 
model. 
 
The input decision variables for the target recognition problem were of the dimensional 
feature type. The dimensional feature type, represented by integer values usually varying 
from 55 to 1,245 cm, denoted the three dimensions and their attributes represented by 
their respective numerical values, such as width, length, and height expressed in cm. The 
measurement values of these variables constituted the representation of the input to the 
network. For example, dimensions for a heavy military multi-purpose truck are provided as 
233 cm in width, 230 cm in height, and 780 cm in length (A9 in Table 1). The output layer 
of the network was designed so that the LADAR operator was provided with the desired 
information about the target. Model output produced a value defining the target. ‘Weights’ 
were assigned a value between 0 and 1 for every target in this study. 
 
A sample list of today’s known military targets used in this paper is given below. Targets 
have been defined using a code name that can be seen in the ‘Name’ column. Data related 
to a target such as width, height, and length are also provided in Table 1. 

Table 1: Sample dimensions of known targets 

NAME Wide (cm) Height (cm) Length (cm) Weight 

A1 250 257 700 0.01 

A2 300 280 480 0.05 

A3 300 350 540 0.1 

A4 289 350 499 0.15 

A5 230 290 206 0.2 

A6 263 379 233 0.25 

A7 211 294 546 0.3 

A8 243 230 815 0.35 

A9 233 230 780 0.4 

A10 225 233 692 0.45 
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4.4.4 Training and validation of the neural network 
The next step, after defining input and output values, is to determine the training method 
to be employed that is most appropriate to the problem. The literature reveals that the 
learning method can be divided into two distinct categories: unsupervised learning and 
supervised learning. Both require a collection of training examples that enable the neural 
network to acquire the data set and to produce accurate output values [23]. 
 
The supervised learning method was adopted, and the standard backpropagation algorithm 
was preferred for the proposed model. The design of the hidden layer can be diverse 
according to the preferred learning algorithm. Barnard and Wessels [35] emphasised that an 
increment of the number of hidden unit layers results in a trade-off between smoothness 
and closeness-of-fit. There are several studies in the literature on how to decide upon the 
hidden node structure [36,37,38]. 
 
Data obtained from three different LADAR devices were used for the training process. The 
dimensions described above – width, height, and length values – were used as input, and 
defined values for targets, named ‘Weights’, were used as output for neural network 
training (Table 2). 

Table 2: Dimensions of targets taken from three different LADAR and target weights 

NAME 
LADAR 1 LADAR 2 LADAR 3   

Width Heigh
t 

Lengt
h 

Widt
h Height Lengt

h Width Heigh
t 

Lengt
h 

WEIGH
T    

A1 248 260 704 246 257 703 252 259 710 0.01 

A2 298 280 478 296 276 476 303 284 483 0.05 

A3 298 350 544 296 353 541 303 355 545 0,10 

A4 289 352 499 284 353 498 293 354 502 0,15 

A5 228 292 206 226 286 203 233 294 208 0,20 

A6 265 374 233 266 379 233 264 373 230 0,25 

A7 211 294 548 211 294 546 214 295 549 0,30 

A8 242 232 814 240 226 811 240 230 815 0,35 

A9 233 231 782 235 233 785 233 234 780 0,40 

A10 223 230 692 222 231 690 225 235 694 0,45 

 
The general strategy adopted to determine the optimal parameters of the neural network 
controlling the training process is as follows. Many trials were executed, and for each trial, 
the number of hidden layer nodes, random initial weights, and biases of the neural network 
were varied. The neural network was trained using different combinations of momentum 
values in an attempt to identify the neural network that performs best on the testing data. 
 
TRAINLM – a network training function – that updates weight and bias values according to 
the Levenberg-Marquardt optimisation was employed in the proposed model. The sigmoid 
function was preferred as an activation function. The sigmoid transfer function was chosen 
because of its ability to facilitate the generalisation of learning characteristics to yield 
models with improved accuracy. During the network training phase, three different models 
were constructed in order to obtain the best neural network structure. Performance results 
of the training processes are shown in Figure 6. 
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Figure 6: Training graphics for different ANN models 

 
Three methods for the process of selecting hidden nodes were executed in the construction 
of the neural network [39].  
 

1. Model 1 (M1): Eight hidden nodes = (the number of input nodes x number of output 

nodes)
1 2

; 
 

2. Model 2 (M2): Eleven hidden nodes = 1 2 (the number of input nodes + the number 
of output nodes); 

 
3. Model 3 (M3): Thirty-four hidden nodes = 2(the number of input nodes) 

 
Detailed structure information about the neural network models is given in Table 3. 
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Table 3: Training phase neural network models 

Model Network Structure  

 Input  
nodes 

Hidden  
nodes 

Output  
nodes 

 
Mu Mu_dec Mu_inc Training 

function 
Transform 
function 

Iteration 
number Performance 

M1 9 3 1 0.001 0.2 11 TRAINLM Sigmoid 19 1,46E-20 

M2 9 5 1 0.001 0.2 11 TRAINLM Sigmoid 41 2,29E-019 

M3 9 18 1 0.001 0.2 11 TRAINLM Sigmoid 7 3,68E-23 
 
As it delivered the best performance, model M3 was selected after training for automatic 
target recognition. 
4.4.5 Testing the proposed neural network model 
Test data that had not been used as input to the trained network were used to test the 
network performance. Forty-eight weight data were used for testing the network. During 
the testing phase, weight changing was not allowed. The outputs were obtained in a feed 
forward method, after which they were compared with the real targets. Finally, target 
detection ability was calculated by analysing the information derived from LADAR devices in 
order to predict how well the proposed system accomplished its objective. 

5. CONCLUSION 

A neural network model was developed with a fully-automated target detection and 
recognition system that employed the target dimensions provided in this study. The LADAR 
neural network system has the ability to detect and recognise targets even under severe 
weather conditions or inappropriate recognition situations. It was proved that detection 
and recognition of a known target was feasible, using data collected in the field with 
LADARs. The model was able to produce accurate target information for military purposes, 
and demonstrated a high level recognition performance on moving targets.  
 
The system can have significant practical value for the human operator of target 
recognition under difficult battlefield conditions. Recognition of a known target plays a 
vital role for a military unit. The goals of improving the speed of the identification process 
and decreasing friendly casualties for the moving units were achieved in this study. 
 
The proposed model has several advantages over other target recognition studies: 
 

a) Many studies in the literature use image-oriented systems. This study, however, 
focused on target dimensions and neural network integration. 

b) It is easy to implement the model with LADAR devices in the field. 
c) Most target recognition systems need a clear image of the targets. For the 

proposed model, there is no need for the colour and texture of a target. The 
model requires only the dimensions of a known target. 

d) Experimental results demonstrated that the model is relatively low-cost in the long 
term, compared with other target recognition systems. Many recognition systems 
need advanced technology and an experienced technician for continuous 
recognition process. The proposed model can solve these problems with LADAR and 
an operator. 

 
A new target recognition application, based on target geometrics dimensions that will 
combine the LADAR and artificial neural network technique, is also proposed. The process 
of template formation and the identification procedure in the case of unidentifiable objects 
is described in detail. The effectiveness of the neural network in identifying targets using 
target geometrics is also described. It has been shown that this technique, which 
corresponds to target dimensions, can be highly effective in correct decision-making on the 
ground.  
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This paper includes details of how neural networks are created for target recognition. For a 
large number of different target classes with a significantly large number of templates, 
considerable neural network learning processing may be necessary for accurate 
identification. 
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