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ABSTRACT 

International competition in the electronic market requires that 
organisations use their resources not only to manufacture high quality 
components, but also to adopt or develop appropriate sales forecasting 
methods that could adapt to their needs and guarantee their economic 
development. From an industrial engineering perspective, keeping 
balanced orders and healthy safety stocks is required for such 
organisations. These two metrics play a significant role in their economic 
growth and development, because any disruption results in high costs 
throughout their manufacturing processes. Thus significant resources are 
spent by these organisations to develop information systems and logistics 
skills in order to implement more reliable and precise sales forecasting 
methods. Nevertheless, planners and forecasters constantly face different 
challenges such as sudden demand changes, seasonality, products with a 
short life cycle, a lack of historical data, and swings in the world economy. 
The objective of this research is to determine the most convenient demand 
forecasting method for the manufacturers of electronic devices that target 
a specific market. Twenty-seven months of sales data were analysed and 
different quantitative forecasting methods were tested and analysed using 
statistical tools. From the results obtained, the combined forecasting 
method appeared to be the most suitable since the least amount of 
forecasting error is obtained when this method is applied. The results of 
this research could be adopted by other companies to forecast the future 
sales of any items with a similar pattern to that used in our study. This has 
significant implications for their decision-making processes and inventory 
planning. 
 

OPSOMMING 

Internasionale mededinging in die elektroniese mark vereis dat organisasies 
hul hulpbronne nie net gebruik om komponente van hoë gehalte te 
vervaardig nie, maar ook om toepaslike metodes om verkope te voorspel 
aan te neem of te ontwikkel wat by hul behoeftes aanpas en ekonomiese 
ontwikkeling kan waarborg. Vanuit 'n bedryfsingenieurswese-perspektief is 
die hou van gebalanseerde bestellings en gesonde buffer voorraad vir sulke 
organisasies nodig. Hierdie twee maatstawwe speel 'n beduidende rol in 
hul ekonomiese groei en ontwikkeling, want enige ontwrigting lei tot hoë 
koste regdeur hul vervaardigingsprosesse. Beduidende hulpbronne word 
dus deur hierdie organisasies bestee om inligtingstelsels en logistieke 
vaardighede te ontwikkel ten einde meer betroubare en presiese verkope 
voorspellingsmetodes te implementeer. Nietemin staar beplanners en 
voorspellers voortdurend verskillende uitdagings in die gesig, soos skielike 
vraagveranderinge, seisoenaliteit, produkte met 'n kort lewensiklus, 'n 
gebrek aan historiese data en siklusse in die wêreldekonomie. Die doel van 
hierdie navorsing is om die mees gerieflike metode vir die voorspelling van 
vraag te bepaal vir die vervaardigers van elektroniese toestelle wat 'n 
spesifieke mark teiken. Sewe-en-twintig maande se verkopedata is ontleed 
en verskillende kwantitatiewe  voorspellingsmetodes is met behulp  
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van statistiese instrumente getoets en ontleed.
Uit die resultate wat verkry is, het die gekombineerde voorspellingsmetode die geskikste geblyk te wees 
aangesien die kleinste voorspellingsfout verkry word wanneer hierdie metode toegepas word. Die resultate 
van hierdie navorsing kan deur ander maatskappye aangeneem word om die toekomstige verkope van enige 
items met 'n soortgelyke patroon as wat in ons studie gebruik is, te voorspel. Dit het beduidende implikasies 
vir hul besluitnemingsprosesse en voorraadbeplanning.
 

1 INTRODUCTION 

Competitiveness in the electronic component markets has aroused the attention of business executives, 
especially on the flow of materials inside the supply chain. For most companies, the functionality of the 
supply chain is an area with high uncertainty, and even though the companies invest resources in improving 
their forecast sales methods, constant changes in the economy of international markets require actions to 
adjust their forecasts and decrease their error margins. Organisations competing worldwide in the 
electronic market are focused not only on the development and manufacturing of high-quality electronic 
devices, but also on the implementation of sales forecasting methods that consider the multiple variables 
influencing international trade. Therefore, companies focus much of their effort on developing information 
systems and logistics skills that allow them to develop more accurate and more reliable sales forecasts [1]. 
However, day-to-day planners and forecasters deal with multiple limitations in international markets, such 
as sudden changes in demand levels, seasonality, products with short life periods, a lack of historical data, 
and large swings in the world economy. 
 
In recent years, various sales forecasting techniques have been applied in studies [2]. These techniques 
have contributed to the development of a more assertive decision-making process by reducing the margin 
of error caused by the high variability and complexity in international markets. The success of a forecast 
lies in selecting the technique that best matches the characteristics and variables of the product market 
under analysis. Both the manager and the forecaster play a very important role in the organisation and the 
better they understand the possibilities and alternative solutions, the closer they will be to forecasting 
with greater chances of success. A significant number of companies worldwide (specifically in the 
manufacturing industry) require a reliable sales forecast, since they are unable to know precisely the future 
demands of their products. Thus they have to rely on demand forecasts to plan their long-term business 
strategies and to ensure that the supply chain operates effectively. As a result, these companies have 
adopted different demand forecasting methods based on both their sales history and the situation of 
international markets [3]. Therefore, the ability to make demand forecasts with a high level of accuracy 
plays an important role in today’s organisations. 
 
Supply chain management, if carried out properly, generates added value to the operations of the 
manufacturing process, helping to maintain profitability in business operations. Therefore, improving 
demand forecasting performance has been the main concern of many manufacturing companies for many 
years, and remains so [4-6]. 
 
The complexity of making a good forecast has led to the development of new forecasting techniques and 
methods in the last three decades. They are essential for planners, forecasters, and company managers to 
make accurate predictions and decisions about the demand for their products in the short, medium, and 
long term. It is important to note that each forecasting method has different advantages and disadvantages. 
Here the forecasters and planners of each company play a significant role in the choice of the forecasting 
method, which is associated with the internal factors related to the product and the economic situation of 
the world market. Among them is the context of the forecast, the relevance and quantity of historical data, 
the desired degree of precision, the period to be forecast, the cost-benefit relationship, the time available 
to carry out the study, and its costs, scope, and accuracy. 
 
Knowledge of market conditions improves sales forecasts. Most forecasts, regardless of the method 
selected, are not 100 per cent accurate, leaving opportunities for error. Some researchers have decided to 
combine qualitative and quantitative methods for demand forecasting, obtaining favourable results and so 
reducing the margin of error [7-8]. 
 
This research was developed in a company with more than twenty years in the electronic products market. 
The case study focused on the forecast of sales of electronic capacitors. Traditionally this company has 
used the simple moving average (SMA) method for its sales forecasts, maintaining an error above 15 per 
cent for the European market according to its historical sales data, which means a significant economic 
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loss. The objective of this research was to determine a sales forecast method that guarantees an error 
margin below 10 per cent. To achieve this objective, the historical sales data was analysed and a forecasting 
method was proposed that was based on the least difference between the real sales data and the 
projection. The quantitative sales forecast methods that were analysed were simple moving average, linear 
regression, and seasonality combined with linear regression.  

2 LITERATURE REVIEW 

Different forecasting techniques can be applied in organisations depending on their business activities. 
These techniques are divided into two categories: qualitative and quantitative. The qualitative approach 
tends to predict the future when no historical data is reliable or available to forecast demand products. 
This approach is based on the judgements and opinions of management, forecasters and/or planners with 
extensive experience in their companies. The quantitative approach is divided into time series methods 
(forecasts based on historical data) and explanatory methods (application of regression, exponential 
smoothing, models of AutoRegressive Integrated Moving Average (ARIMA), and others) [9]. This approach 
can also consider econometric models and global economic indicators. 

2.1 Qualitative forecasting methods 

When making important decisions, qualitative methods still hold high importance for managers and 
forecasters. Qualitative methods are not limited to the industrial or project organisation fields; they can 
be applied to social and economic development too, such as the growth of a country [9]. For many years, 
a significant number of works has been developed using this method, with very favorable results for the 
growth of organisations [10-14]. Some researchers [15-17] have used integrated methodologies such as 
judgemental adjustment, the 50-50 combination, divide-and-conquer, and the consensus forecasting 
method, and have highlighted the importance of having experienced forecasters in their companies to make 
adjustments when the prediction from their results is very high. On the other hand, the need to consider 
various methods of qualitative analysis is emphasised owing to the high level of competition in national and 
international markets, which highlights the absence of information in time series [18]. 
 
Although the analytical methods used in this investigation were based on quantitative forecasting methods, 
qualitative methods especially the consensus method were applied as part of the company forecasters’ 
decision-making process. These methods are usually applied by individuals or committees in a consensus 
process to reach an agreement, and to make decisions when there is some level of uncertainty. The 
application of consensus forecasts is based on a method that considers the analysis and interpretation of 
data over time and on different levels of analysis that are agreed upon from an organisational perspective. 
Each part of the organisation that is involved makes its individual forecast, and then a team meeting is held 
and consensus is reached. Most research using consensus methods among forecasters has focused on the 
evaluation of quantitative forecasts [19-20]. Although most of these investigations have used time series 
data to make their forecasts, more recent studies have suggested the application of dispersion, simple 
moving averages, and distribution analysis for this type of forecast [21-22]. Prior research on the accuracy 
and efficiency of the consensus forecast showed that forecasters use historical data and current market 
situations to predict demand or to forecast their sales. If these predictions are efficient, they will provide 
correct and timely information so that forecasters have the necessary and relevant information for their 
decision-making. 

2.2 Quantitative forecasting methods 

Sales forecasting is an integral part of any company. Therefore, any manager or executive should consider 
the importance of selecting an adequate forecasting method for a specific situation, in which they consider 
the strengths and weaknesses of each approach. A wide range of different approaches and methods is used 
nowadays in forecasting practice. Quantitative methods generally focus on statistical mathematical 
techniques, numerical calculations, the use of simulation software to predict future events [23] and using 
trend analysis and trend extrapolation. Researchers [24-26] use a combined forecast analysis that considers 
different analysis methods. In this research, different quantitative forecasting methods have been used to 
obtain a sales projection with the minimum dispersion under the company’s sales conditions. The advantage 
is that multiple combinations of forecasts can be made, thus taking full advantage of each forecast without 
the calculation of the combined method becoming complex. 
 
A significant number of forecasting methods is available in the literature, such as simple moving average, 
linear regression, weighted moving average, linear regression and seasonality, and exponential smoothing. 
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These methods have demonstrated their efficiency not only in predicting sales forecasts, but also in many 
other areas of knowledge.  
 
Linear regression is a technique used to estimate the behaviour of a series of data and to determine whether 
two or more variables are related. Several mathematical equations are part of this technique. The purpose 
of a linear regression equation is to estimate the value of an unknown variable, based on the known values 
of others. Although linear regression can take various forms for its interpretation and analysis, the simple 
linear regression model is of great interest for the present investigation because of its simplicity and 
accuracy. Typically, linear regression is used in long-term forecasts. 
 
Studies conducted by Ade-Ikuesan et al. [27], Ciulla and D’Amico [28], and Jonsson [29] have used the 
linear regression method to improve the behaviour of different events such as adjusting market predictions, 
improving consumption trends, and decreasing the percentage of error by estimating and improving sales 
forecasts in unpredictable markets. 
 
The simple moving averages method is a short-term time series forecast model. Its main objective in the 
sales context is to forecast sales for the next sales period. When the sales forecast is calculated using the 
simple moving average method, mathematical analysis is used to calculate the average sales value over the 
next given period of time using a fixed number of historical data. When the calculated average value is 
higher than the real value, we say that the number is overestimated. On the other hand, if the average 
value is lower than the real one, we say that the number of sales is underestimated. In both cases, action 
must be taken to adjust the forecast. In a cumulative average, each value of the new series is equal to the 
sum of all previous values. This technique is used to measure the variation in the sale of a product or the 
number of sold pieces. Two or more data can be averaged to obtain the prediction value. Recent research 
has used the moving averages method to improve the accuracy of sales forecasts in different markets. The 
results of this method have shown an increase in profit margins and improved systems [30-31]. Whereas it 
is true that forecasting using the moving averages method is simple, forecasters often use it as an 
information base for more complex time series forecasting methods. 

2.3 Combined forecasting methods 

Combined forecasting methods were developed 50 years ago [32]. Since then, different forecasting 
combinations have been adopted and implemented, resulting in a greater number of available options for 
managers and forecasters to select a forecast method or model that fits their commercial needs [33]. To 
determine which method and forecast model should be applied in a specific case, several forecasting 
methods should be evaluated to eliminate unsuitable models, even if they tend to improve performance 
[34]. The effectiveness of forecasting methods used to predict demand depends on different factors, such 
as the time available to forecasting, trend and seasonality patterns existence, and the behaviour of the 
demand for an estimated time. The evaluation of these factors depends on the forecast’s acceptable level 
of error and its effectiveness. When forecasting methods are combined, the margin of error can be reduced. 
Several researchers [35] have shown that combined forecasts generally exceed the prognosis of the best 
individual model. The present investigation considered a combined forecasting method using linear 
regression forecasts with seasonality. 
 
The sales forecast of electronic components is a complex prediction problem that includes multiple 
variables such as seasonality, changes in the market, and product lifetime. Since these variables are not 
constant over time, it is not an easy task to determine their importance level. However, having a method 
of sales forecasting helps companies to reduce the margin of error associated with predictions. Measuring 
forecast errors improves forecast accuracy: the smaller the forecast error, the more accurate the method 
[36].  

3 RESEARCH DESIGN 

The objective of this study was to determine the most suitable sales forecasting method — one that would 
guarantee an error margin of below 10 per cent — for a company that manufactures electronic components 
and whose primary customers are in the European market. Including individual and combined sales 
forecasting methods, different methods were used to achieve the expected objective. It is relevant to point 
out that not all the tested methods are reported in this work; so the next section only shows the sales 
forecasting methods with the highest probability of success for the market that was analysed.  
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Figure 1: Variables considered in the evaluation of forecasting methods 

 
Figure 1 shows the variables that were studied as part of the qualitative and quantitative methods. Only 
some of these variables (historical sales data, market/demand, seasonal, and supply chain) were evaluated 
in this work. The sales data of electronic components from 27 consecutive months were analysed, as can 
be seen Table 1. Although the company manufactures more than 80 types of electronic component, and 
has a presence on five continents, the analysis of the research focused on the product with the greatest 
demand in the European market. 
 

Table 1: Net sales of electronic components per month (USD Dollars) 
 

Period Sales ($) Period Sales ($) 

Jul-2018 368,751 Sep-2019 189,086 

Aug-2018 348,710 Oct-2019 258,197 

Sep-2018 370,100 Nov-2019 204,515 

Oct-2018 400,620 Dec-2019 127,392 

Nov-2018 279,977 Jan-2020 232,613 

Dec-2018 229,204 Feb-2020 207,681 

Jan-2019 454,768 Mar-2020 208,501 

Feb-2019 292,191 Apr-2020 197,580 

Mar-2019 443,313 May-2020 238,491 

Apr-2019 310,860 Jun-2020 187,125 

May-2019 257,784 Jul-2020 252,871 

Jun-2019 225,760 Aug-2020 136,868 

Jul-2019 274,332 Sep-2020 241,555 

Aug-2019 189,266 --- --- 
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3.1 Simple linear regression analysis  

Data analysis using simple linear regression is a widely used statistical tool. The tool tries to explain the 
relationship between a response variable Y and a single explanatory variable X. The objective of the linear 

regression technique is to find an equation that represents the relationship between both variables ( , )i iX Y

with the least possible error. The linear regression equation is presented in equation (1): 
 

                 0 1i i iY X  = + +                                                                     (1) 

  
The linear regression equation with the least possible error is found solving equation (2): 
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where x , y , xS  and yS  are the sample averages and standard deviations for the values of x and y 

respectively, and r is the correlation coefficient. 
 
Because it is a relatively easy forecasting method to be simulated when sufficient historical sales data is 
available, the simple linear regression method was selected as a sales forecasting model for this research. 
The data, when manipulated, generate a dispersion system; when running the corresponding simulation 
method, its linear regression is obtained, which provides information about the degree of variation 
represented by the data. Linear regression is also the method that has been used by the company where 
this study was developed. 
  

3.2 Simple moving averages  

The objective of the simple moving averages technique is to make projections based on historical periods 
greater than 1. An arithmetic moving average is calculated by adding recent values and then dividing the 
result of this value by the number of time periods that are considered. Using several time periods can 
minimise the fluctuations that occur when using only a few periods. For example, in cases in which the 
historical periods are measured in months and a forecast is estimated using three-month moving averages 
for many particular months, the value obtained represents the average of each of those three months. The 
simple moving average (SMA) can be defined by the equation (4): 
 

    1

N
input

SMA
n

=


                         (4) 

 
where n is the number of periods for which the SMA is numbered. The SMA smoothes the data, thus reducing 
noise and helping to identify trends. The SMA is the simplest form of a moving average. Each output value 
is the average of the previous n values. In an SMA, each value within the time period carries an equal weight 
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to make it less sensitive to recent data changes. Values outside the time period are not included in the 
average. 
 
Because the results obtained when applying the SMA method were closer to what was expected, this method 
was considered in the research. Although there were other forecasting methods, such as exponential 
smoothing, weighted moving averages, and trend and season (also simulated), the predicted average and 
standard deviation from the absolute error were far from acceptable. Therefore, they were not suitable 
for this case of sales forecasts for electronic components. 

3.3 Linear regression and seasonality   

Both techniques — linear regression and seasonality — can be combined to develop predictions based on 
historical data. If there is any season effect in the data, the seasonality analysis identifies, measures, and 
incorporates that effect into the forecast model. The first step is to calculate the average for each season. 
In the case of this study, it was decided to use four seasons (Q1, Q2, Q3, and Q4), each encompassing three 
periods — that is, three months — that corresponded with the company’s financial reports for sales. The 
seasonal average was obtained using equation (5): 
 

    1 2 ... n

m

A A A
T

n

+ + +
=                          (5) 

 
where T is the average of season m, A is the value of period n, n is the number of periods in the season, 
and m is the season number. Then a season index was calculated with equation (6): 
 

     m

m

T
I

y
=                          (6) 

where y is the average of all actual output values. 
 
Finally, a projection for each period/month was calculated by multiplying the value estimated through the 
linear regression for the selected period/month and the season index to which the period/month belongs, 
as can be seen in equation (7): 
 

     *i i mS y I=                          (7) 

 

where iS  is the projection of period I, iy  is the projection of the linear regression, and mI  is the season 

index to which iy belongs. 

4 RESULTS 

Figures 2 and 3 show the data for the SMA method. Because the most critical aspect of this method is to 
select the historical periods to be used, a range from two to 12 months was evaluated and compared. The 
mean absolute deviation (MAD) and the standard deviation of the absolute errors were calculated for each 
period. 
 

 

Figure 2: Sales forecast using SMAs (mean absolute deviation) 
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Figure 3: Sales forecast using SMAs (standard deviation of the absolute errors) 

 
Figure 2 shows the MAD for the range selected. For each period tested, MAD was calculated using the 
average of errors for each month. Therefore, MAD gave an idea of how much the forecast value differed 
from the actual value in the evaluated months. According to the results, when a historical period of seven 
months was used, the least average error was obtained for those months (USD 53,575). Furthermore, when 
the sales forecast considered less than six months or more than nine months, there was an increase of 16 
per cent on the average error, resulting in a negative financial impact. From a practical point of view, 
these findings could be relevant. Most companies face very competitive markets and keeping costs under 
control is vital. Figure 3 represents the standard deviation of the absolute errors for each period. When 
time periods from six to seven months were used to do the forecast, there was less dispersion than when 
shorter or longer periods were applied. The above is in accordance with what is used in this type of 
technique, in which it is suggested that an average of 200 days be used to obtain a lower margin of error. 
 
The linear regression analysis presented in Figure 4 was obtained from the sales data for electronic 
components for a period of 27 consecutive months, starting in July 2018. The straight line that appears in 
the figure represents the best fit for the data, and the difference between each point and the line is the 
residual error. The projected forecast shows a declining trend for sales. Even though there are months with 
acceptable predictions, there are others with significant errors. The distribution of the residual errors is 
plotted to validate the randomness of the sales data (Figure 5). It can be seen that the sales data per month 
do not show a clear trend, because they are far above and far below the line of control. Using this method, 
the MAD is USD 44,063. 
 

 

Figure 4: Sales forecasts using linear regression 
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Figure 5: Distribution of residual error using the linear regression method 

The sales forecast using the linearity and seasonality method is presented in Table 2. It is important to 
study both the seasonal fluctuations that might occur and the trends that might exist. Both can help to 
produce better sales forecasts. For this method, four seasons (Q1, Q2, Q3, and Q4) were used, each one 
covering three months per year. The average season was calculated using all the real values from the 
months belonging to that season, regardless of the year. After this, the seasonality index was calculated 
by dividing the previous average season by the average of all the months. The final forecast was the result 
of multiplying the value that was estimated by the linear regression by the seasonality index. From the 
results thus obtained, it can be seen that the mean absolute deviation (MAD) was USD 45,411, whereas the 
standard deviation of the absolute error was USD 29,837. 

Table 2: Sales forecasting using linear regression and seasonality 

 
 
 

Season Q1 Q2 Q3 Q4

Ave Seas 236,267 263,504 249,984 306,511

Index 0.895 0.998 0.947 1.161

Q2 Jul-18 368,751 362,773 362,087 6,664

Q2 Aug-18 348,710 355,175 354,503 5,793

Q2 Sep-18 370,100 347,577 346,920 23,180

Q3 Oct-18 400,620 339,980 321,926 78,694

Q3 Nov-18 279,977 332,382 314,731 34,754

Q3 Dec-18 229,204 324,784 307,537 78,333

Q4 Jan-19 454,768 317,187 368,257 86,511

Q4 Feb-19 292,191 309,589 359,436 67,245

Q4 Mar-19 443,313 301,991 350,615 92,698

Q1 Apr-19 310,860 294,394 263,463 47,396

Q1 May-19 257,784 286,796 256,664 1,120

Q1 Jun-19 225,760 279,198 249,865 24,105

Q2 Jul-19 274,332 271,600 271,087 3,245

Q2 Aug-19 189,266 264,003 263,503 74,237

Q2 Sep-19 189,086 256,405 255,920 66,834

Q3 Oct-19 258,197 248,807 235,595 22,602

Q3 Nov-19 204,515 241,210 228,401 23,886

Q3 Dec-19 127,392 233,612 221,206 93,814

Q4 Jan-20 232,613 226,014 262,405 29,792

Q4 Feb-20 207,681 218,417 253,584 45,903

Q4 Mar-20 208,501 210,819 244,763 36,262

Q1 Apr-20 197,580 203,221 181,870 15,710

Q1 May-20 238,491 195,623 175,071 63,420

Q1 Jun-20 187,125 188,026 168,271 18,854

Q2 Jul-20 252,871 180,428 180,087 72,784

Q2 Aug-20 136,868 172,830 172,504 35,636

Q2 Sep-20 241,555 165,233 164,920 76,635

45,411

29,837
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Figure 6 summarises the results of the three different forecasting methods in respect of the MAD and the 
standard deviation of the absolute error. The combined method using linear regression and seasonality 
(L&S) presented the best balance for MAD and the smallest standard deviation of absolute error. A 
comparison with the lowest MAD from the SMA method showed an improvement of 15.2 per cent when L&S 
was used. The simple linear regression (LR) method had the highest standard deviation of the absolute 
errors, which was higher than the value from the L&S. 

 

 

Figure 6: Comparison of the mean absolute deviation and standard deviation of the absolute error, 
using three different forecasting methods 

 
The absolute error for each month and each method is shown in Figure 7; the SMA and the linear regression 
method (SMA and LR) present the time periods with the highest errors, whereas the combined methods 
(L&S — blue line) show the smallest error, which match the results in Figure 6. 
 

 

Figure 7: Absolute error for the months studied, using the three forecasting methods 

5 DISCUSSION 

In recent decades a significant number of sales forecasting methods has been developed that consider the 
type of demand (secular trend, seasonal, cyclical, or irregular) or the time (short, medium, and long-term). 
Currently, forecasting with 100 per cent reliability is one of the most critical challenges for companies, 
regardless of industry and size. The error margins obtained from different forecasting methods showed that 
there is an appropriate forecasting method for the company’s business conditions relating to the sales of 
electronic capacitors in the European market. Although all the studied methods showed errors in sales 
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forecasting, SMA and linear regression showed a greater margin of error, unlike the combined method’s 
error, which was within the company’s acceptable limits. 
 
It is critical to point out that, before this investigation, the company’s forecasters and planners performed 
their predictions on the basis of only their experience. Even though a convenient database was available 
to help them to analyse sales trends, a lack of knowledge of forecasting methods limited its effectiveness, 
producing forecast errors above 15 per cent and incurring significant economic losses for the company. 
 
Owing to multiple variables in the market and the supply chain, the sales forecast of capacitors is a 
challenging task to be considered. The company analysed in this research considers inventory levels, 
fluctuations along the supply chain, new product introductions, and the cost of materials — among others 
— to be critical and complex variables. For each forecasting method that was analysed, the error margin 
and objectives of the company were considered. Although applying forecasting methods might seem like a 
simple task, selecting the forecasting method that best suits a company’s conditions is a challenge with 
far-reaching implications for its business. 
 
Providing the company’s forecasters with reliable tools to facilitate the decision-making process was one 
of the most important achievements of this project. These tools bring greater precision to the market 
demands and represent growth in the company’s business. Using a single forecasting method — regardless 
of the changing situation worldwide — puts the company’s interests at risk, since the demand for this type 
of product is not constant but fluctuates owing to various factors, such as those mentioned before. In the 
case of inventory levels, fluctuations are mainly because of the material stocked by the distribution 
companies, which might keep a considerable number of capacitors in their inventory, thus affecting the 
distribution channels. The proper functioning of a supply chain is achieved when it is effective and efficient. 
In other words, optimise your resources (human, financial, technological, and physical) in order to reduce 
both operating costs and wasted time, and to adapt to constant changes in the world economy. The 
fluctuating cost of raw materials is usually related to the internal situation in some producing countries, 
which may affect the markets for political and economic reasons. This situation is especially critical when 
a few countries control the sale of a specific material; with tantalum capacitors, for instance, only a few 
countries supply the demand for tantalum material. 

6 CONCLUSION 

Simple moving average, linear regression, and the combination of linear regression and seasonality were 
the methods evaluated to determine the best sales forecasting for electronic components, applying the 
margin of error as the main selection criterion. The historical data available in the company’s database 
was used to undertake this evaluation. 
 
Through the analysis of sales forecasting methods, several objectives were achieved, such as providing the 
company’s forecasters with sufficient and reliable statistical tools for the decision-making process, 
improving the accuracy of their forecasts, decreasing their margin of error, and having a positive impact 
on the supply chain and the company’s planning systems. 
 
As shown earlier, the combined method (linear regression and seasonality) delivered the best results in 
respect of MAD and the least absolute error of the standard deviation, based on the current sales conditions 
of the company. The smallest errors could be transformed into improvements that would have a positive 
impact on sales forecasts, production costs, and profit margins. 
The use of the combined forecasting method provides a better estimation of future sales. Performance 
metrics such as the inventory level, the stock of raw materials, the quantity of finished products, and 
others benefit from it, maintaining as little variation as possible on these metrics. 
 
The results have shown the effectiveness of the combined forecast method when compared with the other 
methods that were studied. This has highlighted that the combined linear regression and seasonality method 
can forecast the sales of electronic capacitors for the European market with a reduction in the forecast 
error margin of less than 8.9 per cent, achieving the study’s objectives. Therefore, it can be regarded as 
being acceptable. The combined method has the potential to be applied to predict the sales of the 
company’s other types of electronic component and for different international markets. 
 
The limitations of the selected method are focused on how to incorporate the experience and the 
qualitative information that the company studied here continues to use as input variables for decision-
making. For instance, the experience and knowledge of the company’s sales force provide valuable 
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information that should, in the future, be incorporated in some way into the quantitative method. Currently 
this is performed in an unregulated way, with neither a method nor a procedure. This condition is a topic 
to explore in the future. 
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