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ABSTRACT

Traffic signal optimisation may lead to the alleviation, to some extent, of urban traffic congestion, particularly by using real-time data rather than expected traffic flow data. Recent advances in radar technology have made it possible to observe detailed traffic flow data in and around roadway intersections in real time. The notion of self-organisation has relatively recently been proposed as a promising alternative to improve the effective allocation of green time, particularly under lighter traffic conditions. A fixed-time control strategy and seven self-organising algorithms are compared in a microscopic traffic simulation model of a provincial road in the Western Cape province of South Africa. Actual arrival rates are used as input for the model, while the algorithms are compared using six performance measure indicators, under both light and moderate traffic conditions. The results are used to make a case for the adoption of self-organising traffic signal control algorithms, especially under conditions of light to moderate traffic densities, since this can lead to significant improvements in traffic flow in terms of delay time, vehicle stops, and time spent travelling at unacceptably slow speeds through the road network.

INTRODUCTION

Self-organisation is a relatively new approach to traffic signal control. It can be defined as the process by which a system becomes more ordered over a period of time as a result of interactions...
within the system itself rather than due to external control [1,2,3,4]. Self-organisation has the potential to lead to emergence, which occurs when the behaviour of a system exhibits unique characteristics that are not directly related to the elements at the lower level [1,4,5,6]. It has been claimed that self-organisation in urban traffic control may lead to an emergence of coordination between consecutive intersections, thus resulting in improved traffic flow as a result of the formation of more effective ‘green waves’ of unimpeded traffic flow [10].

In this paper, we provide empirical evidence in support of this claim. A fixed-time control strategy and seven self-organising algorithms are compared using a number of performance measure indicators (PMIs). The comparisons take place within the context of a microscopic traffic simulation model of the R44, a real corridor road network comprising eight signalised intersections in the Western Cape province of South Africa. Based on the results of this simulation comparison, we advocate that self-organising traffic signal control should be seriously considered as an alternative to current control measures during times of light to moderate traffic.

The paper is organised as follows. In Section 2, the logic of the standard fixed-time control strategy and that of seven self-organising algorithms are described. The microscopic traffic simulation model designed for use as a test bed in this paper is then described in Section 3. This description includes specifications of entities in the modelling framework, the model validation process, the output generated by the model, and the statistical analyses we perform on the model output data, as well as specific attributes of the real-world corridor under consideration. Simulation results obtained when implementing the eight signal control algorithms are presented in Section 4, under both light and moderate traffic conditions. Finally, a summary of the research conclusions is provided in Section 5.

2 ALGORITHMS

The logic of seven self-organising traffic signal control algorithms and of a standard fixed-time control strategy is described in this section. The self-organising algorithms all operate in real time and assume the presence of radar vehicle detection equipment, while the fixed-time strategy operates offline. The fixed-time control strategy (from here on referred to as ‘Fixed’) [7] is described first, followed by a description of a self-organising traffic single control algorithm proposed by Gershenson and Rosenblueth [8] (from here on referred to as ‘Gersh’), an algorithm by Lämmer and Helbing [9] (from here on referred to as ‘LH’), three algorithms proposed by Einhorn [10] that have been improved in a paper by Movius and van Vuuren [11] (referred to as the ‘I-TSCA(n)’, the ‘O-TSCA(n)’, and ‘Hybrid(n)’), and finally two algorithms proposed by Movius and van Vuuren [11] (referred to as the ‘VP-TSCA’ and the ‘SR-TSCA’). For more detailed descriptions of these algorithms, the reader is referred to the paper by Movius and van Vuuren [11].

2.1 The fixed-time control strategy

If a number of intersections are located relatively close to one another, it is desirable to coordinate their signal timings so that vehicles receive green signals as they reach consecutive intersections when travelling through the transportation network. This can be achieved by implementing a suitable cycle length, an offset time, and green times for various traffic movements through the intersections.

In this paper, the signal timings at each intersection are implemented in a cycle of length $C$, measured in seconds. The value of $C$ is determined according to the optimal cycle length formula developed by Webster [7], which aims to minimise vehicle delays when considering random vehicle arrivals. This formula is given by

$$C_{opt} = \frac{1.5L + 5}{1.0 - \gamma},$$

where $L$ is the lost time per cycle (the sum of the setup times per cycle) and $Y$ is the sum of the critical lane volumes divided by the saturation flow for each phase. In our simulation model, the appropriate cycle lengths are 50 seconds for light traffic conditions and 100 seconds for moderate traffic conditions.
2.2 The algorithm by Gershenson and Rosenblueth

The self-organising traffic signal control algorithm proposed by Gershenson and Rosenblueth [8] operates based on six rules that are ranked according to importance, with higher ranking rules overriding lower ranking rules. The algorithm uses a number of input parameters for which we select values recommended by Gershenson and Rosenblueth [8], unless otherwise stated.

The first rule states that, at each time step, the number of vehicles within a certain distance \( d \) (taken here as 50 metres) from an intersection that is currently not receiving service is tracked using a counter. If the counter exceeds a predetermined threshold value (taken here as 53.33 seconds), signals are changed and the counter is reset to zero. A minimum green time calculation is performed in the second rule. If this minimum green time has been exceeded, then the first rule is evaluated. Gershenson and Rosenblueth [8] recommended a very small value of 3.33 seconds, but we implemented a value of seven seconds; this is a more suitable (and recommended [12]) minimum green time. The third rule states that, if there are at most a small number of vehicles (taken here as 2) within a short distance (taken here as 25 metres) from the intersection in the same lane, signals may not change; while if there are more than two of these vehicles in the same lane within 25 metres of the intersection, the second rule is evaluated. The fourth rule states that, if there is at least one vehicle approaching an intersection within a distance \( d \) from an approach not currently receiving service, and there are no vehicles within the distance \( d \) from the intersection along an approach currently receiving service, the current green signal is terminated. If this is not the case, the third rule is evaluated. The fifth rule ascertains whether a spillback of vehicles into the intersection is imminent from a traffic flow currently receiving service. If there is at least one stationary vehicle within a short distance (taken here as 10 metres) beyond an intersection, the current green signal is terminated. Otherwise, the fourth rule is evaluated. The sixth and final rule is similar to the fifth rule, except that it takes into account all competing flows of traffic as opposed to only the flow currently receiving service. If at least one vehicle is stationary within the aforementioned distance beyond an intersection for all traffic flow directions, then all traffic directions receive a red signal, until some traffic flow direction no longer contains a stationary vehicle within that distance beyond the intersection. If, on the other hand, there are no stationary vehicles within the distance beyond the intersection for every traffic flow, the fifth rule is evaluated.

2.3 The algorithm of Lämmer and Helbing

The self-organising traffic control algorithm proposed by Lämmer and Helbing [9] was inspired by the observation of pedestrian flows at bottlenecks, and makes use of both a stabilisation strategy and an optimisation strategy. While each of these strategies has been reported to perform poorly under high traffic flow densities in isolation, it is known that they achieve a far better performance if they are combined appropriately, especially under lighter traffic conditions.

Lämmer and Helbing modelled traffic flow in a fluid-dynamic fashion, considering vehicle flow rates rather than individual vehicle speeds. It is therefore assumed in their model that all vehicles travel at a constant speed. By assuming vehicle arrival and departure rates, the expected number of vehicles to have reached an intersection by a certain time, as well as the number of vehicles expected to have departed from the intersection, can be determined, while the difference between the expected number of vehicles and the expected number of vehicles to have departed is equal to the number of vehicles that are expected to become queued.

The optimisation strategy of the algorithm relies strongly on the successful prediction of traffic flows in order to predict vehicle delays. This requires determining an appropriate amount of green time to clear a predicted queue, as well as the vehicles expected to join the queue during the setup time (amber and all red phases) and while the queue is being cleared.

A priority index

\[ o_j(t) = \frac{n_j(t)}{\tau_o + \tau_j(t) + g_j(t)} \]

is assigned to traffic flow \( j \), where \( n_j(t) \) is the number of queued vehicles along approach \( j \) at time \( t \), \( \tau_o \) is a penalty term incurred for terminating service to the current flow (if \( j = \sigma \), this
term falls away), \( \tau_j(t) \) is the remaining setup time, and \( g_j(t) \) is the green time. The approach achieving the largest priority index is awarded service.

The optimisation policy is employed while vehicle queues are bounded (i.e., remain below a certain threshold). The stabilisation policy of the algorithm, on the other hand, is employed if vehicle queues grow beyond a critical threshold, which is determined according to the threshold function

\[
  n_j^{\text{crit}}(z_j(t)) = Q_j^{\text{arr}}(t) Z \frac{Z_{\text{max}} - z_j(t)}{Z_{\text{max}} - Z},
\]

where \( n_j^{\text{crit}} \) is the number of vehicles making up the critical threshold, \( Q_j^{\text{arr}}(t) \) is the arrival rate of vehicles along approach \( j \), \( Z \) is the length of the desired interval in which each flow should be served once on average, \( Z_{\text{max}} \) is the chosen maximum length of the service interval, and \( z_j(t) \) is the anticipated length of the service interval (the difference between the time at which the previous green time for approach \( j \) ended, and the start of the next green time it will receive). If the number of queued vehicles is larger than \( n_j^{\text{crit}} \), that traffic flow immediately receives service until the traffic flow is no longer critical, at which point the optimisation strategy is restored.

2.4 The modified osmosis traffic signal control algorithm

The osmosis traffic signal control algorithm (O-TSCA) was originally put forward by Einhorn [10], but modifications to this algorithm were proposed by Movius and van Vuuren [11] to rectify some of its shortcomings. The modified version of this algorithm is referred to as the O-TSCA(n).

The algorithm was inspired by the chemical process of osmosis. Osmosis occurs when solvent molecules pass through a semi-permeable membrane from a lower solute concentration to a higher solute concentration due to the difference in pressure of the two solutions. A number of parallels may be drawn between the elements of osmosis and traffic control. The approaching vehicles that pass through an intersection are analogous to the solute molecules, while the intersection itself is interpreted as the semi-permeable membrane. The vacant space on the opposite side of the intersection represents the pull pressure exerted by the solute molecules on the solvent molecules (or vehicles) through the semi-permeable membrane (or intersection).

The O-TSCA(n) functions by first tracking the demand and availability of traffic flows. The demand is calculated by summing the effective lengths of approaching vehicles that are within 110 metres of an intersection, while the availability is the available space that may be occupied by vehicles on the opposite side of the intersection. This distance was proposed, instead of the original distance of 275 metres (range of the detection equipment), since it was found to be beneficial to consider only vehicles within a closer proximity to the intersection. Each traffic flow is then associated with a pressure, which is calculated as the sum of the demand and the availability. A traffic flow receives uninterrupted service either until the vehicle throughput exceeds the initial demand that was present at the start of service, or until the vehicle throughput exceeds the initial availability that was present at the start of the service interval. Once the vehicle throughput has exceeded any one of these initial values, the pressures of the competing traffic flows are compared, and the traffic flow corresponding to the largest pressure receives service, on condition that there are no approaching vehicles receiving service that are within 20 metres of the intersection.

2.5 The modified inventory traffic signal control algorithm

The original inventory traffic signal control algorithm (I-TSCA) was also put forward by Einhorn [10], with modifications again proposed by Movius and van Vuuren [11] in order to rectify some of the algorithm’s deficiencies. The modified version of this algorithm is referred to as I-TSCA(n).

The I-TSCA(n) is based on the theory of inventory control, and attempts to minimise certain ‘costs’ associated with traffic control, such as delay time. The I-TSCA(n) iterates through three main steps, the first of which involves determination of the required green time. This green time is calculated as the amount of time required to clear the longest vehicle queue within a 110 metre distance from the intersection. If there is no vehicle within this distance from the intersection, the green time required by the closest vehicle to reach the intersection is used instead. This distance of 110 metres was proposed for the same reason as for the O-TSCA(n) above. During the second step, the vehicle delays associated with awarding service to a particular phase are calculated. The third step involves assigning green time to the traffic flow that results in the smallest total vehicle delay.
2.6 The modified hybrid algorithm

The modified hybrid algorithm, ‘Hybrid’, also due to Einhorn [10], combined the original O-TSCA and I-TSCA. The modified algorithm, referred to here as ‘Hybrid(n)’, is similarly a combination of both the O-TSCA(n) and the I-TSCA(n).

Hybrid(n) executes both the O-TSCA(n) and the I-TSCA(n) concurrently, while monitoring whether or not there is at least one vehicle within a vehicle’s safety distance from the intersection. Once the I-TSCA(n) requests a signal change, Hybrid(n) continues awarding service either until the O-TSCA(n) also requests a signal change, or until there is no vehicle within a vehicle’s safety distance from the intersection.

2.7 The vehicle platoon traffic signal control algorithm

The vehicle platoon traffic signal control algorithm (VP-TSCA) was proposed by Movius and van Vuuren [11]. The algorithm clusters vehicles into platoons according to their distances from one another. The algorithm aims to switch signals so as not to separate the platoons, by only executing a signal change once the distance between consecutive vehicles is larger than an inter-vehicle threshold distance. If two vehicles are within the inter-vehicle threshold distance from one another, they are considered part of the same platoon. This threshold distance is calculated based on the level of traffic congestion, which is measured according to the current road saturation. The road saturation $x$ and the inter-vehicle threshold distance $D$ are assumed to satisfy the inversely proportional relationship

$$ D = \frac{a}{x} + b, $$

where $a > 0$ is a constant of proportionality, and $b \geq 0$ is an offset constant. Extensive numerical simulation experiments carried out by the authors have suggested that good values for the constants $a$ and $b$ are 2 and 10 respectively for the case study road network. This algorithm also makes use of a spill-back mechanism by terminating a green signal if vehicles begin backing up into the intersection.

2.8 The saturation ratio traffic signal control algorithm

The saturation ratio traffic signal control algorithm (SR-TSCA), also proposed by Movius and van Vuuren [11], aims to switch signals based on the ratios of road saturation of competing traffic flows. Once the ratio of current road saturation to the competing road saturation is smaller than a certain saturation ratio threshold parameter, given that a minimum green time has elapsed, signals are switched. The saturation ratio threshold $T$ is related to the road saturation $x$ by the equation

$$ T = \frac{c}{x} + d, $$

where $c > 0$ is a constant of proportionality and $d \geq 0$ is an offset constant. Once again, extensive numerical simulation experiments were carried out. The results suggested that good values for the constants $c$ and $d$ are 15 and 0.23 respectively for the case study road network.

The minimum green time employed by this algorithm is calculated as the time required to clear all currently queued vehicles. Thereafter the signals switch once the current ratio of traffic flows drops below the saturation ratio threshold. A spillback mechanism is again employed to ensure that vehicles do not back up and block intersections.

3 THE SIMULATION MODEL

A newly designed microscopic traffic simulation model employed as a test bed in this paper is described in this section. This discussion includes the general specifications of a replicated real corridor road network, and the details of the model output and the statistical tests performed.

One prerequisite of the self-organising algorithms of Section 2 is the presence of radar vehicle detection equipment mounted at each intersection that can detect vehicle speeds as they approach an intersection and their distances from the intersection in each direction. The SmartSensor advance extended range radar detection unit [13] is the assumed mode of detection in this study, and is able to detect vehicles up to a distance of 275 metres away.
3.1 General specifications of the modelling framework

The road network topology considered in this paper is an eight-intersection corridor consisting of non-uniform intersections, shown in Figure 1 and modelled in Anylogic 7.3.5. The arrival rates of vehicles entering this network were recorded on a Tuesday in April 2013 during 15-minute intervals from 06:00 to 18:00 by the Department of Civil Engineering at Stellenbosch University [14]. These arrival rates were aggregated into one-hour intervals, and specific intervals were used as input for the model in order to mimic certain periods of traffic flow. The first interval includes arrival rates associated with the one-hour 06:00-07:00 period, which represents a very light traffic flow. The second interval includes arrival rates for the 10:00-12:00 two-hour period, representing a moderate traffic flow. The reason that very high traffic flows (such as those found during morning and afternoon peak times) are not considered is because self-organisation offers flexibility that is more suitable for traffic conditions that are not saturated.

Once a vehicle is generated within the simulation model, its destination is immediately known, and it travels the shortest (legal) route to reach its destination. Vehicles are assigned a length of five metres, and acceleration and deceleration rates are taken as the values recommended by Anylogic [15] — 1.8 m/s and 4.2 m/s respectively. A vehicle changes lanes if another vehicle travelling at a slower speed is detected ahead of it, or if the vehicle has an upcoming turn and is not currently in the required lane, while the preferred speed of a vehicle is uniformly distributed within the range 47-72km/h.

3.2 Model validation

This simulation model was validated by comparing the output generated by the model with that of the real system in Figure 1. In a study carried out by Van der Merwe [16], real data were collected for one of the signal controlled intersections above (the intersection connecting the R44 and Bird Street, labelled ‘7’ in Figure 1). The data captured included the number of vehicles and their associated manoeuvres through the intersection, as well as the green times granted by the signals at the intersection. The arriving vehicles recorded during the 15-minute intervals were aggregated into eleven one-hour periods and one half-hour period, while the green times were averaged into morning, midday, and afternoon green times. An image of the intersection is shown in Figure 2, and the green phases and the associated averaged green times captured by Van der Merwe [16] are shown in Figure 3 and Table 1 respectively.

The intersection in Figure 2 was replicated in Anylogic [15], and the aggregated green times, vehicle arrival rates from the study by Van der Merwe [16], and vehicle movements through the intersection were taken as input to the model. The model was executed 30 times for 11.5 simulated hours, and the output was recorded after each hour. These output data were compared to the actual output recorded in the Van der Merwe study [16], and the absolute errors were noted. The total number of simulated vehicles was, at most, only 2.6 per cent less than the actual recorded value shown in Table 2, indicating that the model accurately depicts a real-world system. The model was thus considered accurately calibrated and duly validated.
Figure 1: The R44 corridor considered in the simulation model. This corridor is located in Stellenbosch, in the Western Cape Province of South Africa. The numbered circles indicate traffic signal controlled intersections, while the numbered squares indicate stop controlled side streets (traffic flow along the R44 proceeds unimpeded at these intersections). Finally, the small circles with crosses represent permanent road closures (see online version for colour).
Figure 2: Aerial view of the intersection of the R44 with Bird Street in Stellenbosch, South Africa.

Figure 3: The four phases that make up the signal cycle of the intersection in Figure 2. The curves represent the permitted vehicle movements for each lane.

Table 1: The lengths of four different green phases throughout the course of the day (measured in seconds).

<table>
<thead>
<tr>
<th>Period</th>
<th>First phase</th>
<th>Second phase</th>
<th>Third phase</th>
<th>Fourth phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morning (06:30-09:30)</td>
<td>10.00</td>
<td>55.14</td>
<td>55.79</td>
<td>14.71</td>
</tr>
<tr>
<td>Midday (09:30-16:30)</td>
<td>12.38</td>
<td>46.75</td>
<td>68.88</td>
<td>9.75</td>
</tr>
<tr>
<td>Afternoon (16:30-18:00)</td>
<td>8.11</td>
<td>52.84</td>
<td>70.74</td>
<td>3.79</td>
</tr>
</tbody>
</table>

Table 2: The actual (cumulative) number of vehicles, the simulated (cumulative) number of vehicles, and the percentage error after each simulated hour.

<table>
<thead>
<tr>
<th>Hour</th>
<th>Actual</th>
<th>Simulated</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2 858</td>
<td>2 798</td>
<td>2.1</td>
</tr>
<tr>
<td>2</td>
<td>6 158</td>
<td>6 000</td>
<td>2.6</td>
</tr>
<tr>
<td>3</td>
<td>8 647</td>
<td>8 460</td>
<td>2.2</td>
</tr>
<tr>
<td>4</td>
<td>11 014</td>
<td>10 795</td>
<td>2.0</td>
</tr>
<tr>
<td>5</td>
<td>13 380</td>
<td>13 130</td>
<td>1.9</td>
</tr>
<tr>
<td>6</td>
<td>15 792</td>
<td>15 508</td>
<td>1.8</td>
</tr>
<tr>
<td>7</td>
<td>18 483</td>
<td>18 153</td>
<td>1.8</td>
</tr>
<tr>
<td>8</td>
<td>20 855</td>
<td>20 492</td>
<td>1.7</td>
</tr>
<tr>
<td>9</td>
<td>23 578</td>
<td>23 166</td>
<td>1.7</td>
</tr>
<tr>
<td>10</td>
<td>26 271</td>
<td>25 821</td>
<td>1.7</td>
</tr>
<tr>
<td>11</td>
<td>29 641</td>
<td>29 055</td>
<td>2.0</td>
</tr>
<tr>
<td>11.5</td>
<td>31 370</td>
<td>30 677</td>
<td>2.2</td>
</tr>
</tbody>
</table>

3.3 Model output

The data obtained from the radar detection units assumed to have been installed at each of the intersections in the study area are used in the signal switching decisions, and in calculating output data emanating from the simulation model. Once a warm-up time of 1800 seconds had elapsed, six PMI values — used to compare the relative performances of the algorithms — were recorded for each algorithm.
The first two PMIs are the mean delay time (PMI 1) and the normalised mean delay time (PMI 2) experienced by vehicles in the road network. The delay time is calculated by subtracting the ideal travel time of a vehicle (the route distance divided by the preferred speed of the vehicle) from the true time actually spent by the vehicle in the system (measured in seconds). The normalised mean delay time is calculated as the ratio of the mean delay time to the distance travelled by the vehicle to take into account any variation in the distances travelled by vehicles (a vehicle travelling further is more likely to experience a larger delay than a vehicle that travels only a short distance). If, for example, a vehicle achieves a normalised mean delay value of 2.0, this indicates that a vehicle has spent twice as long in the network than it would have had it travelled unimpeded at its preferred speed the entire way.

The next two PMIs are the mean number of stops (PMI 3) and the normalised mean number of stops (PMI 4) experienced by vehicles in the system. The latter PMI is calculated as the ratio of the mean number of stops of a vehicle to the number of intersections encountered by the vehicle during its route through the network. If a normalised mean number of stops achieves a value of 0.5, for example, this indicates that a vehicle is expected to have stopped at 50 per cent of the intersections it encountered.

The final two PMIs are the mean time vehicles spend travelling unacceptably slowly (taken here as under 10km/h and measured in seconds) and the normalised mean time vehicles spend travelling slowly (again under 10km/h), referred to as PMI 5 and PMI 6 respectively. The latter PMI is a ratio, calculated by dividing the mean time vehicles spend travelling under 10km/h by the total time the vehicle spends in the system, in order to capture the average portion of time a vehicle spends travelling unacceptably slowly. The value of 10km/h was chosen because it is slow enough for drivers to be in first gear and thus feel frustration while driving.

3.4 Statistical comparison methodology

Once the six PMIs had been recorded for 30 simulation runs, an ANOVA test\(^1\) [17] was performed for each of the mean PMI values to determine whether there is a statistical difference between at least two of the algorithms’ performances. If a statistical difference was detected, a Levene’s test [18] was carried out to determine whether the variances between the PMI values returned by the algorithms were significantly different at a five per cent level of significance. If this was not the case, Fisher’s least significant difference (LSD) post-hoc test [19] was performed to determine between which pairs of PMIs statistical differences were detectable. If, on the other hand, the variances were significantly different, a Games-Howell post-hoc test [20] was performed for this purpose instead.

4 ALGORITHMIC RESULTS

The arrival rates described in the previous section were taken as input data for the simulation model. The model was run for a single simulation hour between 06:00 and 07:00 (light traffic), and again for a period of two simulation hours between 10:00 and 12:00 (moderate traffic), as mentioned. The relative performances of the algorithms were recorded for the six PMI values returned over these specific time intervals to capture the state of the road network during the very low traffic demands of the early morning, and the moderate traffic experienced just before midday. The results of these simulations are reported and interpreted in the remainder of this section.

4.1 Light traffic conditions

The ANOVA column in Table 3 indicates that, for all six PMIs, statistical differences were detected between the PMI means returned by the algorithms at a five per cent level of significance under light traffic conditions. Furthermore, applying the Levene test revealed that the algorithmic variances of the PMI mean samples were statistically distinguishable for all six PMIs, and so the Games-Howell post-hoc test was used to determine between which pairs of algorithmic outputs differences were statistically discernible for these six PMIs. The mean PMI values for each algorithm are given in Table 4, while the corresponding box plots are shown in Figure 4.

The best performances for mean and normalised mean delay were returned by Gersh, Hybrid(n) and the L-TSCA(n), while the performances of these three algorithms were statistically indistinguishable

\(^1\) Using a \(\chi^2\)-goodness of fit test, it was determined with 95% confidence that all the PMI samples returned by the algorithms were approximately normally distributed.
at a five per cent level of significance. The VP-TSCA and the SR-TSCA achieved the next best mean delay values of 42.30 seconds and 42.13 seconds respectively, and the VP-TSCA and the O-TSCA(n) achieved the next best normalised mean delay values of 1.466 and 1.448 respectively, although both pairs of algorithms returned statistically indistinguishable PMI means at a five per cent level of significance. LH was outperformed by all the other algorithms, with the exception of Fixed, for both mean and normalised mean delay.

Once again Gersh, Hybrid(n), and the I-TSCA(n) achieved the most favourable results for both mean and normalised mean number of stops, followed closely by VP-TSCA. The O-TSCA(n) was the next best performing algorithm in both these respects, achieving a normalised mean number of stops value of 0.166, indicating that vehicles under the control of the O-TSCA(n) are likely to stop at about 17 per cent of the intersections they encounter. Once again a relatively poor performance was exhibited by LH and Fixed, as well as by the SR-TSCA, for mean and normalised mean number of stops — further evidence of previous claims that these algorithms do not offer appropriate control under light traffic conditions.

Unsurprisingly, Gersh, Hybrid(n), and the I-TSCA(n) obtained the best results for the remaining two PMI values. The next best performing algorithm in both instances was the VP-TSCA, which achieved mean and normalised mean time spent travelling under 10km/h values of 15.30 seconds and 0.1054 seconds respectively. These values indicate that when the VP-TSCA is employed at signalised intersections, vehicles spend about 15 seconds of their journey travelling at very slow speeds, which amounts to roughly 11 per cent of their total time spent in the road network.

Table 3: The p-values for the ANOVA and Levene statistical tests for the R44 eight-intersection corridor under light traffic conditions.

<table>
<thead>
<tr>
<th>PMI</th>
<th>ANOVA</th>
<th>Levene’s Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>&lt; 1x10^{-17}</td>
<td>6.27x10^{-4}</td>
</tr>
<tr>
<td>2</td>
<td>&lt; 1x10^{-17}</td>
<td>5.30x10^{-14}</td>
</tr>
<tr>
<td>3</td>
<td>&lt; 1x10^{-17}</td>
<td>1.51x10^{-9}</td>
</tr>
<tr>
<td>4</td>
<td>&lt; 1x10^{-17}</td>
<td>&lt; 1x10^{-17}</td>
</tr>
<tr>
<td>5</td>
<td>&lt; 1x10^{-17}</td>
<td>1.07x10^{-6}</td>
</tr>
<tr>
<td>6</td>
<td>&lt; 1x10^{-17}</td>
<td>1.21x10^{-4}</td>
</tr>
</tbody>
</table>

Table 4: Mean PMI values returned by the eight algorithms for the R44 eight-intersection corridor under light traffic conditions.

<table>
<thead>
<tr>
<th>PMI</th>
<th>I-TSCA(n)</th>
<th>O-TSCA(n)</th>
<th>Hybrid(n)</th>
<th>Gersh</th>
<th>LH</th>
<th>Fixed</th>
<th>VP-TSCA</th>
<th>SR-TSCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40.39</td>
<td>45.99</td>
<td>39.66</td>
<td>39.02</td>
<td>50.29</td>
<td>58.92</td>
<td>42.30</td>
<td>42.13</td>
</tr>
<tr>
<td>2</td>
<td>1.448</td>
<td>1.506</td>
<td>1.447</td>
<td>1.451</td>
<td>1.555</td>
<td>1.708</td>
<td>1.466</td>
<td>1.514</td>
</tr>
<tr>
<td>3</td>
<td>0.388</td>
<td>0.462</td>
<td>0.367</td>
<td>0.373</td>
<td>0.608</td>
<td>0.972</td>
<td>0.406</td>
<td>0.517</td>
</tr>
<tr>
<td>4</td>
<td>0.140</td>
<td>0.166</td>
<td>0.133</td>
<td>0.143</td>
<td>0.224</td>
<td>0.414</td>
<td>0.144</td>
<td>0.202</td>
</tr>
<tr>
<td>5</td>
<td>13.94</td>
<td>18.34</td>
<td>13.49</td>
<td>13.41</td>
<td>19.83</td>
<td>28.37</td>
<td>15.30</td>
<td>17.10</td>
</tr>
<tr>
<td>6</td>
<td>0.099</td>
<td>0.122</td>
<td>0.098</td>
<td>0.100</td>
<td>0.134</td>
<td>0.186</td>
<td>0.105</td>
<td>0.128</td>
</tr>
</tbody>
</table>
4.2 Moderate traffic conditions

The ANOVA column in Table 5 indicates that, again, for all six PMIs there were statistical differences between the means returned by the various algorithms at a five per cent level of significance under light traffic conditions.
moderate traffic conditions. Furthermore, the outcome of the Levene test revealed that the algorithmic variances of the mean samples were statistically indistinguishable for PMI 6, and therefore the Fisher LSD post-hoc test was used to determine between which pairs of algorithmic outputs differences were statistically discernible for this particular PMI. The Games-Howell post-hoc test was used for this purpose for the remaining five PMIs, as the Levene test indicated that there were statistical differences between the variances of the samples for these PMIs at a five per cent level of significance. The mean PMI values for each algorithm are given in Table 6, while the corresponding box plots are shown in Figure 5.

The VP-TSCA was not outperformed by any other algorithm for the mean and the normalised mean delay, achieving values of 75.06 seconds and 1.878 respectively. The VP-TSCA outperformed all other algorithms for the mean delay — except for Hybrid(n) and the SR-TSCA, from which it did not differ significantly — while significantly outperforming all the other algorithms for the normalised mean delay at a five per cent level of significance. For the normalised mean delay, Hybrid(n) was the next best performing algorithm, achieving a value of 1.909, indicating that vehicles spend, on average, an additional 91 per cent of their time in the road network as a result of delays.

A similar ranking was apparent for the mean and normalised mean number of stops. The VP-TSCA significantly outperformed all the other algorithms for these two PMIs, followed by Hybrid(n) and the SR-TSCA, whose performances did not differ statistically from one another at a five per cent level of significance. The I-TSCA(n), the O-TSCA(n), Gersh, and LH all achieved very similar results for these two PMIs, not differing statistically from one another for PMI 3 or PMI 4 at a five per cent level of significance. Fixed returned the poorest results, with vehicles stopping about twice as many times compared with the other seven algorithms.

The VP-TSCA outperformed all the other algorithms, except for Hybrid(n), from which it did not differ significantly for the mean time spent travelling under 10km/h. The I-TSCA(n) and the SR-TSCA achieved the next best results for this measure, followed by LH, which is ranked fifth. The VP-TSCA outperformed all the other algorithms for the normalised measure of time vehicles spend travelling slowly, achieving a value of 0.2381, implying that vehicles spend about 24 per cent of their time in the road network travelling at a maximum speed of 10km/h. Hybrid(n) obtained the next best result with a value of 0.2465. The I-TSCA(n) achieved the third best result for this measure, followed by the O-TSCA(n), Gersh, and LH, whose performances did not differ statistically from one another at a five per cent level of significance.

Table 5: The p-values for the ANOVA and Levene’s statistical tests for the R44 eight-intersection corridor under moderate traffic conditions.

<table>
<thead>
<tr>
<th>PMI</th>
<th>ANOVA</th>
<th>Levene’s Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>&lt; 1x10^{-1}</td>
<td>2.51x10^{-3}</td>
</tr>
<tr>
<td>2</td>
<td>&lt; 1x10^{-1}</td>
<td>1.09x10^{-3}</td>
</tr>
<tr>
<td>3</td>
<td>&lt; 1x10^{-1}</td>
<td>3.59x10^{-10}</td>
</tr>
<tr>
<td>4</td>
<td>&lt; 1x10^{-1}</td>
<td>1.21x10^{-14}</td>
</tr>
<tr>
<td>5</td>
<td>&lt; 1x10^{-1}</td>
<td>4.80x10^{-5}</td>
</tr>
<tr>
<td>6</td>
<td>&lt; 1x10^{-1}</td>
<td>5.82x10^{-2}</td>
</tr>
</tbody>
</table>

Table 6: Mean PMI values returned by the eight algorithms for the R44 eight-intersection corridor under moderate traffic conditions.

<table>
<thead>
<tr>
<th>PMI</th>
<th>I-TSCA(n)</th>
<th>O-TSCA(n)</th>
<th>Hybrid(n)</th>
<th>Gersh</th>
<th>LH</th>
<th>Fixed</th>
<th>VP-TSCA</th>
<th>SR-TSCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>78.71</td>
<td>84.97</td>
<td>75.28</td>
<td>85.61</td>
<td>82.32</td>
<td>105.18</td>
<td>75.06</td>
<td>76.42</td>
</tr>
<tr>
<td>2</td>
<td>1.956</td>
<td>2.015</td>
<td>1.909</td>
<td>2.055</td>
<td>2.005</td>
<td>2.302</td>
<td>1.878</td>
<td>1.961</td>
</tr>
<tr>
<td>3</td>
<td>1.671</td>
<td>1.760</td>
<td>1.529</td>
<td>1.887</td>
<td>1.740</td>
<td>2.961</td>
<td>1.415</td>
<td>1.578</td>
</tr>
<tr>
<td>4</td>
<td>0.655</td>
<td>0.647</td>
<td>0.586</td>
<td>0.678</td>
<td>0.664</td>
<td>1.074</td>
<td>0.495</td>
<td>0.590</td>
</tr>
<tr>
<td>5</td>
<td>46.93</td>
<td>52.27</td>
<td>43.48</td>
<td>55.01</td>
<td>49.32</td>
<td>73.46</td>
<td>43.13</td>
<td>46.62</td>
</tr>
<tr>
<td>6</td>
<td>0.258</td>
<td>0.275</td>
<td>0.247</td>
<td>0.277</td>
<td>0.275</td>
<td>0.342</td>
<td>0.238</td>
<td>0.262</td>
</tr>
</tbody>
</table>
Figure 5: PMI values returned by the eight algorithms for the R44 eight-intersection corridor under moderate traffic conditions.
5 CONCLUSION

The results returned by the algorithms under light traffic conditions are not surprising, and corroborate statements reported by previous authors [11]. For instance, it was discovered [11] that the I-TSCA(n), Hybrid(n), and Gersh are particularly effective under light traffic conditions in the context of hypothetically constructed road networks (although not as light as in this scenario). Similarly, it was found that algorithms such as Fixed, LH, and the SR-TSCA are more effective under heavier traffic conditions, which explains their poor performance here.

The VP-TSCA was undoubtedly the best performing algorithm overall under moderate traffic conditions, as it was not outperformed by any other algorithm for any of the six PMIs. The VP-TSCA has therefore been shown to perform relatively well under very light, light, and moderate traffic conditions [11], indicating that the performance of this algorithm is rather robust with respect to the prevailing traffic conditions. This is attributed to the hyperbolic function relating to the road saturation level and the inter-vehicle threshold distances associated with the VP-TSCA logic, facilitating adaptation of its behaviour based on the current level of traffic congestion. Hybrid(n) is the next best algorithm under moderate traffic conditions, performing on a par with the VP-TSCA for two of the six PMIs, and ranking second best for the remaining four PMIs. The results returned by the SR-TSCA and the I-TSCA(n) are indistinguishable from one another for any of the six PMIs at a five per cent level of significance, and are the next best performing algorithms. Fixed returned the worst results for all six PMIs, which is not surprising, as it is better suited to heavier traffic conditions. This poor performance is largely attributed to the fact that the spacing between consecutive intersections is not uniform in the road corridor, and that the traffic flow densities at various intersections vary. This hinders the formation of green waves of traffic flow through consecutive intersections under a fixed traffic signal control regime, resulting in an increased number of vehicle stops.

In South Africa, Fixed is the most common form of traffic signal control. It is known to work well under very heavy traffic conditions, or when exact arrival rates are known, although this is never the case in reality. The results of this study indicate that the VP-TSCA obtained the best results, on average, for the real road corridor along the R44 under light and moderate traffic volumes. While the exact green times awarded by the real traffic signals at the eight intersections along the R44 are not known, they are expected to be close to those calculated using Webster’s formula [7]. Therefore, by implementing self-organising algorithms such as the VP-TSCA, together with installing the necessary radar detection equipment, we have shown that a large saving in terms of delay time and vehicle stops can be achieved along the R44. This may be considered circumstantial evidence in support of a claim that the implementation of self-organising traffic signal control should be seriously considered during times of light to moderate traffic volumes on urban roads in South Africa.
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